
J U L Y

2 0 1 4

Surviving on a Diet of Poisoned Fruit
Reducing the National Security Risks  
of America’s Cyber Dependencies

By Richard J. Danzig



This paper is about technology, conflict and insecurity. In con-
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those of the author and do not reflect the official policy or position 
of the Department of Defense or the U.S. government.
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I .  E X E C U T I V E  S U M M A R Y

By Richard J. Danzig

Digital technologies, commonly referred to as 
cyber systems, are a security paradox: Even as 
they grant unprecedented powers, they also 
make users less secure. Their communicative 
capabilities enable collaboration and networking, 
but in so doing they open doors to intrusion. 
Their concentration of data and manipulative 
power vastly improves the efficiency and scale 
of operations, but this concentration in turn 
exponentially increases the amount that can 
be stolen or subverted by a successful attack. 
The complexity of their hardware and software 
creates great capability, but this complexity 
spawns vulnerabilities and lowers the visibility 
of intrusions. Cyber systems’ responsiveness to 
instruction makes them invaluably flexible; but it 
also permits small changes in a component’s design 
or direction to degrade or subvert system behavior. 
These systems’ empowerment of users to retrieve 
and manipulate data democratizes capabilities, 
but this great benefit removes safeguards present 
in systems that require hierarchies of human 
approvals. In sum, cyber systems nourish us, but at 
the same time they weaken and poison us. 

The first part of this paper illuminates this 
intertwining. The second part surveys the 
evolution of strategies to achieve greater 
cybersecurity. Disadvantaged by early design 
choices that paid little attention to security, 
these strategies provide some needed protection, 
especially when applied collectively as a 
coordinated “defense in depth.” But they do not 
and never can assure comprehensive protection; 
these strategies are typically costly, and users will 
commonly choose to buy less security than they 
could obtain because of the operational, financial 
or convenience costs of obtaining that security. 

Three other factors, discussed in Section V, amplify 
cyber insecurity. First, the cyber domain is an area 
of conflict. Cyberspace is adversarial, contested 
territory. Our adversaries (including criminals, 
malevolent groups and opposing states) co-evolve 
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with us. The resulting ecosystem is not static or 
stable. Second, the speed of cyber dissemination 
and change outpaces our recognition of problems 
and adoption of individual and societal safeguards 
to respond to them. Protective actions are likely 
to continue to lag behind security needs. Third, 
in cyberspace America confronts greater-than-
customary limits to U.S. government power 
because of the global proliferation of cyber 
capabilities, cyber attackers’ ability to remain 
outside the United States even while operating 
within the country’s systems and our likely 
inability, over the long term, to avoid technological 
surprise. Two-thirds of a century of technological 
dominance in national security matters has left 
the United States intuitively ill-prepared for 
technology competitions that it probably will not 
continue to dominate and in which there is a high 
likelihood of surprise.

What then is to be done? The concluding part 
of this paper does not attempt to recapitulate or 
evaluate efforts now extensively debated or in 
progress. It focuses instead on recommending 
initiatives that deserve fresh attention from U.S. 
government decision-makers. These include: 

1.	Articulate a national security standard defining 
what it is imperative to protect in cyberspace. 
The suggested standard is: “The United States 
cannot allow the insecurity of our cyber systems to 
reach a point where weaknesses in those systems 
would likely render the United States unwilling 
to make a decision or unable to act on a decision 
fundamental to our national security.” A more 
stringent standard may later be in order, but this 
standard can now secure a consensus, illuminate 
the minimum that the United States needs to do 
and therefore provide an anvil against which the 
nation can hammer out programs and priorities.

2.	Pursue a strategy that self-consciously sacrifices 
some cyber benefits in order to ensure greater 
security for key systems on which security 

depends. Methods for pursuing this strategy 
include stripping down systems so they do 
less but have fewer vulnerabilities; integrating 
humans and other out-of-band (i.e., non-cyber) 
factors so the nation is not solely dependent on 
digital systems; integrating diverse and redun-
dant cyber alternatives; and making investments 
for graceful degradation. Determining the 
trade-offs between operational loss and security 
gain through abnegating choices will require and 
reward the development of a new breed of civil-
ian policymakers, managers and military officers 
able to understand both domains.

3.	Recognize that some private-sector systems 
fall within the national security standard. Use 
persuasion, federal acquisition policies, subsidy 
and regulation to apply the abnegating approach 
to these systems. While doing this, reflect an 
appreciation of the rapidity of cyber change by 
focusing on required ends while avoiding specifi-
cation of means. Refrain from regulating systems 
that are not critical.

4.	Bolster cyber strategic stability between the 
United States and other major nation-states by 
seeking agreement on cyber constraints and 
confidence-building measures. As an early initia-
tive of this kind, focus on buttressing the fragile 
norm of not using cyber as a means of physical 
attack between China, Russia and the United 
States.

5.	Evaluate degradation in the sought-after certain-
ties of mutually assured destruction (MAD) as a 
result of uncertainties inherent in cyber founda-
tions for nuclear command, control and attack 
warning. If we are moving to a regime of mutu-
ally unassured destruction (MUD), suggest to 
China and Russia that we are all becoming less 
secure. Then pursue agreements that all parties 
refrain from cyber intrusions into nuclear com-
mand, control and warning systems.

6.	Map the adversarial ecosystem of cyberspace in 
anthropological detail with the aim of increasing 
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our understanding of our adversaries and our 
own incentives and methods of operation.

7.	Use the model of voluntary reporting of near-
miss incidents in aviation to establish a data 
collection consortium that will illuminate the 
character and magnitude of cyber attacks against 
the U.S. private sector. Use this enterprise as 
well to help develop common terminology and 
metrics about cybersecurity.

8.	Establish a federally funded research and devel-
opment center focused on providing an elite 
cyber workforce for the federal government. Hire 
that workforce by cyber competition rather than 
traditional credentials, and promote, train, retain 
and assign (including to the private sector) that 
workforce by standards different from those cur-
rently used in federal hiring.
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I I .  I N T R O D U C T I O N

What are the risks for U.S. national security 
from our increasing dependence on the greatest 
technological development of recent decades: 
digital information systems? How should the 
United States diminish the possibilities that 
computer memory, logic and communication 
networks can be disrupted and usurped? How 
can the nation reduce the consequences of 
cybersecurity failures to the extent they occur?2 

These questions were first intensely asked about the 
information technology (IT) systems supporting 
military combat capabilities.3 In recent years, 
concerns broadened to focus on the vulnerability 
of civilian transport, communication and electric 
power systems on which many military systems 
depend. These vulnerabilities have traditional 
security implications because military technologies 
and operations depend on information technology. 
Beyond that, it is now evident that intellectual 
property and commercially strategic information 
stored on IT systems are being accessed and 
exfiltrated, perhaps to a degree that affects 
America’s economic position.4 

The Stuxnet computer worm and the Iranian 
cyber responses to it pose another set of issues. 
While denial of service attacks, spear phishing 
and website defacements demonstrate that cyber 
attacks can be destructive to cyber systems, 
Stuxnet and its kin show how actors that penetrate 
cyber systems can use them to attack physical 
targets.5 This development poses the question of 
whether we are entering an age in which attacks 
through cyberspace may achieve significant and 
dramatic national consequences, for example by 
physically damaging or disabling important parts 
of our power grid,6 financial systems or other parts 
of society.

Understanding the danger of these threats requires 
comprehension of the confusing complex of 

technologies, the varied types of attackers, the 
range of consequences of attacks and possible 
prophylactic or mitigating actions. This paper aims 
to improve the U.S. government’s responses by 
increasing policymakers’ understanding of cyber 
insecurity and by recommending a number of 
actions that are now inadequately featured on the 
national security agenda. 

Section III is designed to deepen the lay reader’s 
understanding about why information technology 
security weaknesses exist and are likely to persist. 
Section IV offers a brief summary of defensive 
efforts that have been undertaken to mitigate these 
weaknesses, as well as the limits of these efforts. 
Section V highlights three factors that constrain 
U.S. government efforts to improve cybersecurity. 
Section VII proposes a minimal national security 
standard for cybersecurity and then offers nine 
specific recommendations for U.S. government 
actions beyond those already occurring.

“We are staking our future on 

a resource that we have not yet 

learned to protect.” 

 
George Tenet, Director of the 
Central Intelligence Agency, 
April 6, 19981
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I I I .  W H Y  I N F O R M AT I O N  S Y S T E M S  
A R E  V U L N E R A B L E

The beginning of wisdom about cyber systems 
is to understand that vulnerability is inherent in 
the technology. Information technologies offer 
a Faustian bargain: The capabilities that make 
these systems attractive make them risky. Cyber 
systems create serious security problems because 
they concentrate information and control and 
because the complexity, communicative power 
and interactive capabilities that enable them 
unavoidably create vulnerabilities. The low 
visibility of IT operations and the speed of change 
within the field intensify these difficulties. Though 
good cybersecurity practices can mitigate sources 
of insecurity and poor practices can amplify 
them, there are no practices that can completely 
eliminate them. 

Concentration of Information  
and Manipulative Power
Cyber systems are designed to facilitate the 
storage and manipulation of vast quantities of 
information. Previously, for example, teams of 
workers physically opened and closed valves on 
pipelines, credits and debits were recorded at banks 
by hand, and precious information was stored 
under lock and key. Information technology allows 
these things to be done electronically and therefore 
much more efficiently and quickly, by a single 
direction in a large number of nearly simultaneous 
instances and without some aspects of human 
error. But it also inherently empowers anyone, 
including unauthorized actors, who can gain 
access to this capability. 

The beneficial use of computers amplifies the 
abilities of nefarious individuals, groups and states 
to destroy pipes, manipulate financial records or 
abscond with valued information. The greater 
the scale and benefit to the legitimate user, the 
greater the disruption, diversion or destruction 
that the usurper can achieve. Edward Snowden 

stole an estimated 1.7 million documents7 – 
and before him, PFC Manning, some 700,000 
documents8 – from U.S. government classified 
stored data.9 Penetration of one business (Target) 
resulted in the theft of credit or other personal 
information in numbers equal to about 40 percent 
of the American adult population.10 Many have 
previously committed thefts and engaged in 
espionage, but never before had these acts yielded 
such vast troves of data. Modern information 
technologies empower and incentivize11 subversion 
at scale.

Communicative Capacity
Because communications, like other information, 
can be expressed as binary bits, improvements 
in the speed, quantity and cost of digital systems 
produce great gains in communicative capacity.12 
Breakthroughs in packet switching (sending parts 
of messages in pieces by diverse routes rather 
than through central hubs), fiber optics and 
related technologies compound these gains. To 
continue the previous examples, these changes 
permit central processors and/or humans in the 
loop to receive signals indicating whether pipeline 
valves at great distances are open or closed and 
whether changes in pressure warrant different 
settings. They make it possible for banks with 
immense numbers of transactions to receive and 
send funds nearly instantly among themselves 
and between themselves and clients. They permit 
remote surveillance of precious goods. They 
empower owners and vendors to monitor and 

Information technologies offer a 

Faustian bargain: The capabilities 

that make these systems attractive 

make them risky.
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modify software and hardware operations from 
a distance. Because of this communicative power 
the proliferation of computational capabilities has 
engendered the growth of networks.

But network vulnerabilities greatly expand 
computational vulnerabilities. Remote access 
creates opportunities for subversive entry. The 
global character of the World Wide Web assures 
that these opportunities are widely shared. As 
the director of the CIA put it in 1998, when 
confronting the shock of the news: “Think about 
it for a moment – we share the same network with 
our adversaries.”13 

Communicative capabilities combine with the 
accessibility of information and its standardization 
to permit the removal of intermediaries charged 
with controlling information and the processing of 
transactions. This development, which a Microsoft 
executive has called “disintermediation,”14 obviates 
the requirements for, among others, travel agents, 
hotel reservation desks and bank clerks before 
booking rooms and tickets or withdrawing 
money. Disintermediation has obvious benefits, 
but removing hierarchies of approval opens 
opportunities for malevolent actors. One of 
the rewards, but one of the risks, of present 
information systems is that they tear down gates 
and eliminate gatekeepers.

Moreover, the need to receive and respond to 
messages means that portions of the operating 

system of the recipient computer have to be 
engaged for tasks such as directing incoming 
data, acting on them when they provide machine 
instructions and translating them into a form 
readable by humans. That engagement creates 
risks of manipulation. Destructive directions can 
be commingled with benign incoming material.15 
Many users now recognize this when they avoid 
“phishing attacks” – emails with links that when 
clicked (i.e., executed) launch contaminating 
programs.16 More subtle forms of contamination 
through interaction may, however, be spawned by 
PDF files, photos and websites (including those 
arrived at by misdirection).17 

Finally, the communicative capability of modern 
computers permits exfiltration of data without 
ever assuming the complications, risks and costs 
of having a person enter places where that data 
is stored. It also facilitates attackers’ operating in 
many places simultaneously.

Size and Complexity
Large programs offer a great many places for 
a hostile actor to hide malevolent code.18 They 
also offer innumerable points of attack (“attack 
surfaces”). As the cost and size of computing 
hardware have plummeted, the density of 
hardware has increased. Some graphics processing 
systems, for example, utilize more than a billion 
transistors.19 The size of software programs has 
concomitantly expanded. Responding in large 
measure to hardware opportunities, the Linux 
operating system, for example, has grown from 
176,000 lines of code when introduced 20 years ago 
to over 15 million lines of code in 2011.20 There are 
reported to be some 8.6 million lines of code in 
the Pentagon’s new Joint Strike Fighter aircraft.21 
A third-party calculation estimated some 50 
million lines of code in Microsoft’s Vista operating 
system.22 

Large programs have large numbers of errors 
and points of weakness. And the concision and 

One of the rewards, but one of 

the risks, of present information 

systems is that they tear down 

gates and eliminate gatekeepers.
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precision of software programs creates weaknesses 
of such subtlety that they are hard to discern.23 
A layperson might think of the problem as akin 
to using English to write complex legislation – 
for example, the 4-million-word U.S. tax code. 
Loopholes inevitably occur. Though they can 
be reduced by more controlled and precise 
programming language24 and by checking and 
rechecking the language, no language has been 
developed that offers broad functionality without 
vulnerability.25 Attackers have an inherent 
advantage: They can succeed with single points of 
entry. Defenders must attempt to plug all holes.

It is a widely accepted rule of thumb that one 
error will be introduced for every thousand 
lines of well-written code that are embedded 
in a software system26 and that the defect rate 
increases with the size of the project “with very 
large projects having four times as many errors 
per thousand lines of code as small projects.”27 
Errors are not equivalent to security risks and 
too much precision should not be read into 
these estimates.28 But they are indicative of the 
magnitude of the problem. A significant error rate 
and substantial vulnerabilities indubitably exist 
in all major programs and are likely to remain for 
the foreseeable future. 

Interaction of Software
The interaction of code with other code amplifies 
complexity, just as the interaction of legislation 
with other legislation has the same effect. Software 
is extensible29 – it is written to interact (“interface”) 
with other software, so even if an operating system 
were without apparent vulnerability, vulnerabilities 
are likely be introduced as applications are 
used to perform tasks (for example, as an Excel 
spreadsheet or an Adobe PDF reader is used in 
conjunction with a Microsoft operating system). 
Some of these vulnerabilities will only be apparent 
when programs operate together. The result is 
combinatorial explosion. “It is not sufficient merely 
to prove a program correct; you have to test it too. 

Moreover, to be really certain that a program is 
correct, you have to test it for all possible input 
values, but this is seldom feasible. With concurrent 
programs, it’s even worse: You have to test for all 
internal states, which is, for all practical purposes, 
impossible.”30 

Low Visibility of Attacks and Attackers
All the preceding characteristics (centralization, 
communicative capacity, size, complexity and 
interaction) help attackers to hide their work. 
Verizon calculates that in two out of three cases 
of data breach, the loss took “months or more to 
discover.” Similarly, in 7 out of 10 cases victims 
only learned about their loss from third parties.31 
And this database of course does not include cases 
that are not recognized at all.32

Temporal Linkages
Software systems are chained to the past and 
exposed to the future. It is typically impractical 
to abandon past systems (“legacy systems”) and 
associated data. To be useful, most new systems 
have to integrate old ones, and this tends to expose 
them to the vulnerability of the old. Even if safe 
and secure at present, they are vulnerable to 
unpredictable interactions in the future.  
“[S]ome attacks that are not possible in today’s state 
of the world may become possible in the future 
and invalidate the design environment in which a 
standard was crafted.”33

Verizon calculates that in two out of 

three cases of data breach, the loss 

took “months or more to discover.” 

Similarly, in 7 out of 10 cases victims 

only learned about their loss from 

third parties.
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The consequences of all the factors described above 
are apparent. A recent IBM report describes trends 
and magnitudes of vulnerability discovery:

Since 1997, the IBM X-Force has been docu-
menting public disclosures of security 
vulnerabilities. Back then, there were a handful 
of vulnerabilities to document each week. Now, 
over fifteen years later, we document an aver-
age of over 150 vulnerabilities per week. … Our 
database now contains 70,000 unique vulner-
abilities and continues to climb at a steady pace 
averaging 7,700 vulnerabilities per year over the 
past five years. … There were 3,436 vulnerabili-
ties that had public exploits available in 2012, 
which comprised the total number of public 
exploits for the year. This is 42% of the total 
number of vulnerabilities … 34

Vulnerabilities Outside the Software
The problems described above may be called 
structural vulnerabilities. In addition to these 
challenges, operational vulnerabilities35 for 
cyber systems will arise from subversion 
by authorized but malevolent, corrupted or 

unwittingly manipulated users,36 by fraudulently 
accessed credentials or by reconfiguration of the 
system’s hardware while it was being designed, 
manufactured or shipped (“supply chain” 
intrusion).37 Moreover, people with access are likely 
to include not only qualified inside employees, but 
also vendors performing remote service and those 
(frequently contractors) charged with maintenance 
and operation of the system.38 Because a complex 
system also will use software drawn from third-
party vendors, these contractors (as well as their 
software) may intentionally or inadvertently 
assist subversion.39 Credentialing, oversight 
and screening systems for these vendors and 
contractors are likely themselves to be dependent 
on hardware and software that could be subverted. 
And all these problems are compounded by the 
globalization of supply chains and subcontractor, 
service and production relationships. For 
example, more than three-quarters of the field 
programmable gate arrays in the F-35 are made in 
China and Taiwan.40 

In sum, strategies for cybersecurity can 
reasonably aim to reduce and manage risks by 
improving security capabilities and practices. 
But cybersecurity risks cannot be completely or 
assuredly eradicated. Successful strategies must 
proceed from the premise that cyberspace is 
continuously contested territory in which we can 
control memory and operating capabilities some 
of the time41 but cannot be assured of complete 
control all of the time or even of any control at 
any particular time. Policymakers must make a 
judgment about when to intervene and when to 
allow market forces to determine exposure to this 
risk. They must also judge how much they are 
willing to sacrifice efficiency and effectiveness in 
cyber systems to enhance security. 

Successful strategies must proceed 

from the premise that cyberspace 

is continuously contested territory 

in which we can control memory 

and operating capabilities some 

of the time but cannot be assured 

of complete control all of the time 

or even of any control at any 

particular time.
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I V.  C Y B E R D E F E N S E  A N D  I T S  L I M I T S

In general, inherent risk can be reduced or 
increased by human choices about how a 
technology is constructed, employed and 
safeguarded. For example, high-speed automobile 
traffic is inherently unsafe, but for its benefits 
Americans annually accept thousands of deaths. 
Licensing, policing, road design and other efforts 
kept traffic fatalities to about 50,000 a year toward 
the end of the 20th century, and a renewed priority 
then cut this toll to 25,000 annually by the use 
of seat belts, changes to vehicle materials and 
structures, campaigns against drunken driving, 
etc. 

Unfortunately, little attention was paid to security 
when the architecture of digital computing 
systems and networks was designed.42 As a result, 
efforts to enhance cybersecurity are commonly 
imposed as additions or modifications to existing 
systems. Deficiencies are compounded by only 
incrementally introducing protective measures, 
with limited data to assess their value and with 
incentives for each proponent of a security 
innovation to exaggerate its effectiveness. There 
is little systemic overview and little incentive for 
those who do not have legal liability to initiate 
protective measures. 

An overview of protective actions may begin by 
thinking about the work that an electronic attacker 
must do.43 Increasing the attacker’s workload is 
likely to decrease the number of successful attacks. 
The attacker must in many instances identify a 
target (though, particularly if the goal is economic 
gain, targets can be attacked randomly). The 
attacker must then gain electronic access. He or 
she then needs to acquire credentials, escalate 
his or her privileges or identify a loophole in the 
recipient system’s software that enables the invader 
to gain a foothold for executing instructions. He 
or she needs to employ a set of instructions that 
can exploit this loophole to gain control over the 

data and/or the executable code of the recipient 
computer. For targets that can defend themselves, 
the successful attacker must accomplish these tasks 
with low enough visibility and/or high enough 
speed to avoid triggering a pre-emptive reaction. 

A common means of gaining electronic access 
is by misleading users into downloading 
subversive instructions. This is commonly labeled 
“social engineering.”44 The loopholes are called 
“vulnerabilities,”45 and the subversive instructions 
are called “exploits.” 

Early commercial and government defensive efforts 
focused on denying unauthorized access. This 
method has matured and still has its uses,46 but it 
is rooted in an anachronistic intuition to defend 
information resources as one defends physical 
spaces. Controls attempt to limit access by using 
physical systems (cards and keys), passwords, 
firewalls and the like. These defenses impede 
unsophisticated attackers or those who seek only 
soft targets. But they are technically vulnerable47 
to well-resourced persistent attacks and remain 
porous because legitimate users (who pass freely 
through these defenses) so frequently can be made 
unsuspecting sources of infection.48

Defensive effort responded by focusing on the next 
link in the chain: countering exploits. Anti-viral 
software presumed a degree of access but sought 
to recognize attacks, identify their signatures and 
thwart their code by selective filtering or disabling 
responses to their instructions. 49 A closely related 
effort focused on recognizing vulnerabilities that 
were being exploited and distributing “patches” to 
repair them. 

But these defenses operate only in a reactive 
cycle: Attackers discover vulnerabilities; they 
exploit them; when attacks proliferate they are 
recognized by vendors that write and distribute 
code that eliminates the vulnerability or thwarts 
the exploit; typically this protection against 



Surviving on a Diet of Poisoned Fruit
Reducing the National Security Risks of America’s Cyber DependenciesJ U L Y  2 0 1 4

14  |

malware is circulated more than three weeks after 
initial attacks.50 

These approaches yield some benefits: The system 
achieves equilibrium of a sort in the battle against 
many attackers. But major deficiencies are evident. 
Attacks are effective until the anti-virus software 
or patches are issued; in many cases patches are not 
issued;51 even when issued, protective software is 
frequently not installed52 or belatedly installed;53 
when installed, anti-viral software imports its own 
vulnerabilities;54 cyber attacks and defenses are 
interactive55 – new anti-virus software can quickly 
be countered by attacker modifications;56 and new 
viruses require new counters, starting the whole 
cycle all over again (to the profit of both malware 
creators and anti-virus defenders).57 

The deficiencies in the existing methods of 
cyberdefense have been increasingly exposed as 
state-sponsored and state-run attacks have become 
more frequent and use more sophisticated and 
extensive resources. These attackers can more 
rapidly exploit the interval before response. And 
when responses are published, these attackers 
frequently and readily shift their signatures to work 
around the new defense. Most significantly, states 
have the resources and patience to systematically 

attempt to discover and stockpile previously 
unrecognized vulnerabilities.58 (These are so-called 
zero-day vulnerabilities.)59

In response to these industrial-strength efforts, 
defenders have moved to try to uncover and 
correct vulnerabilities before attackers discover 
them. Closely linked to this are initiatives to 
modify cyber architectures so they more effectively 
resist exploits. A number of vendors, government 
agencies and contractors use supercomputer 
and other resources to attack their own software 
and discover its vulnerabilities, so they can then 
create patches before others recognize offensive 
capabilities.60 In addition, markets have developed 
where vulnerabilities are sold to either defenders 
or attackers at varying prices according to their 
perceived power. Software vendors, government 
contractors and criminal groups have all been 
reported as buyers.61 Some buyers use their 
acquisition to patch a system and destroy the 
vulnerability. Others acquire it to exploit it. As 
one astute government observer puts it, “Bugs 
become good or bad depending on whether they 
are exposed to light [for defenders to patch] or 
darkness [for attackers to exploit].”62

In an even more proactive effort, the Defense 
Advanced Research Products Agency 
(DARPA), Microsoft and others have developed 
architectural modifications so that whole classes 
of vulnerabilities are eliminated or attackers’ 
tools confounded by random variables and other 
techniques.63 Address space layout randomization 
(ASLR), use of random canaries to protect against 
buffer overflow, data execution prevention (DEP) 
and sandboxing systems that limit privileges for 
intruders are representative.64 The first two are 
exemplary of “moving target defenses” – they 
make the cyber system less predictable and 
therefore less exploitable by attackers. ASLR 
does this by randomly assigning and repeatedly 
changing internal addresses for key data and 
functions so attack software cannot readily 
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locate them.65 Exploits taking advantage of a 
long-established class of vulnerabilities from 
buffer stack overflow were eliminated as a class 
by introducing a random number variable (a 
“canary”) that attackers cannot readily discern.66 
DEP, embedded in software, hardware or both, 
prevents code being run from some memory 
regions.67 Sandboxing adds a new problem for 
attackers: Their penetrations do not grant them 
broad access to an operating system.68

Many parts of these cybersecurity efforts and 
markets are so obscure that it is impossible to 
describe the offense-defense balance with great 
confidence. Appendix I describes why the data are 
so limited and distorted. The broad assessment 
of sophisticated observers is that increased and 
proactive cybersecurity efforts by vendors and 
governments are yielding rewards.69 Moreover, 
as bugs are weeded out and later versions benefit 
from more robust architectures, vulnerabilities 
in established operating systems and applications 
are becoming harder to identify and exploit. These 
gains are exponentially powerful in combination.70 
One researcher describes this effect:

[E]ach additional defense requires [an attacker] 
to find another vulnerability. In the case of an 
application running DEP, ASLR and inside of a 
sandbox I will need to find around four vulner-
abilities: the initial vulnerability, a vulnerability 
that lets me read/predict the stack canary, a vul-
nerability to read how ASLR has randomized the 
addresses, and a vulnerability to break out of the 
sandbox. … One “exploit” will actually require 
four different vulnerabilities to be exploited. 
Modern exploitation requires exploit chaining.71

However, while improvements have reduced the 
number of vulnerabilities and mitigated exploits, 
they have not eliminated vulnerabilities or totally 
prevented exploits.72 Cyber systems remain open to 
attack from those with the resources and the will to 
discover vulnerabilities and to exploit them. As in 

all security domains, there is a constant interaction 
between defense and offense, with improvements 
in one provoking a response in the other.73

While these contests are occurring in mature cyber 
systems, new systems and new applications of 
information technology open new vulnerabilities. 
This is partly because they expand the targets for 
attack, partly because novel applications are likely 
to have unforeseen security weaknesses and partly 
because the ambitious miniaturization associated 
with many new applications (for example, devices 
worn or inserted in the body) makes hardware 
support for security more costly than in larger 
equipment. Unfortunately, it is also because the 
developers of new applications are succumbing to 
the same pressures and temptations that afflicted 
their predecessors. Immediate priorities to get to 
market quickly, economically and effectively cause 
security investments to be disfavored.74 Though 
a bottom line can only be drawn intuitively 
and imprecisely, it is reasonably clear: We are 
increasing our vulnerabilities faster than we are 
closing them. 

A last group of defenses assumes penetration and 
vulnerability. Under the rubrics of “detective 
controls” and “active defense,”75 these protective 
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efforts aim to thwart exploits and data exfiltration 
by automated scrutiny of ongoing operations, 
identification of suspect instructions and data 
flows, and isolation or nullification of malevolent 
attempts at manipulation.76 It will be seen, 
however, that these valuable initiatives have 
limitations similar to the previously described 
defenses. Though active defense benefits from 
operating closer to real time, it depends on 
signature recognition or recognizably improper 
data movements. Insecurity remains from zero-day 
attacks, sleeper exploits that do not involve data 
exfiltration, shrewdly disguised exfiltrations, etc.

Defensive efforts in major mature systems have 
grown more sophisticated and effective. However, 
competition is continuous between attackers 
and defenders. Moreover, as new information 
technologies develop we are not making 
concomitant investments in their protection. As 
a result, cyber insecurities are generally growing, 
and are likely to continue to grow, faster than 
security measures. Especially protected high-
value IT systems can be better-secured. But even 
in these systems, improvements simply reduce 
vulnerability; they do not eliminate it.77
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V.  T H R E E  OT H E R  C AU S E S  O F  C Y B E R 
I N S E C U R I T Y

Three other factors powerfully contribute to cyber 
insecurity. 

1. CYBERSPACE IS ADVERSARIAL, CONTESTED 
AND CROWDED TERRITORY. OUR ADVERSARIES 
(CRIMINALS, MALEVOLENT GROUPS, NUMEROUS 
OPPOSING STATES) CO-EVOLVE WITH US. 
Co-evolution is a familiar experience for national 
security decision-makers. The United States 
encountered it in its contest with the Soviet 
Union as the Soviets built a tank or tactical 
aircraft and the United States countered with 
a more modern version or defense system and 
the Soviets countered again. U.S. forces in Iraq 
and Afghanistan adapted as terrorists evolved 
improvised explosive devices, terrorists responded 
to the adaptations and we adapted again. But 
the number, diversity, low visibility, extent and 
speed of interactivity of actors in cyberspace are 
unprecedented. When discovered, attacks lead 
quickly to imitation and defenses are constantly 
probed, both randomly and against selected 
targets. In this hothouse environment the pace 
of competitive evolution is unprecedented. Even 
successful defensive efforts are soon tested and 
often subverted or circumvented. A recent National 
Academy of Sciences study rightly concluded: 
“[C]ybersecurity is a never-ending battle. A 
permanently decisive solution to the problem will 
not be found in the foreseeable future.”78

2. LIMITS OF U.S. GOVERNMENTAL POWER.
American national security policymakers came of 
age during decades in which American security 
presumed the probability, if only we invested 
properly, of American technological dominance. 
This advantage came as a consequence of the 
United States’ emerging from World War II 
with little battle damage, a large industrial 
establishment closely tied to military priorities, 
and half of the world’s gross domestic product. 

It was sustained for three-quarters of a century 
through repeated, though often erratically stopped 
and started, investments of money, energy and 
talent. With only occasional exceptions,79 U.S. 
technical dominance of the Soviet Union was 
broadly achieved and fueled a Cold War victory. 
American technical superiority has never been 
questioned with respect to terrorists. 

Though the United States dominated information 
technologies in the later 20th century and retains 
substantial cyber advantages today, this ingrained 
premise cannot indefinitely apply to IT. Cyber 
skills and resources have massively proliferated 
outside the United States. IT is much more fluid, 
egalitarian, distributed and dynamic than the 
technologies encountered when the United States, 
for example, succeeded during the last half-century 
in controlling the high seas and airspace over 
battlefields. However strong U.S. cyber capabilities 
may be, they cannot credibly be premised on 
enduring dominance and they cannot presume 
that the United States will not be the victim of 
technological surprise. 

Moreover, the U.S. government cannot control 
threatening cyber behaviors using traditional tools 
intended to shore up national security within the 
geographic boundaries of America. Many cyber 
attacks originate on American soil, but most do 
not. The United States has little ability to create 
cyber boundaries at its borders. 

Cyberspace is adversarial, contested 
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Finally, the defensive power our nation now has 
rests significantly in private hands. Both defensive 
capability and innovation are controlled less by the 
priorities and pace of the Department of Defense 
(DOD) than by private sector markets, marketing 
cycles and commercial priorities. 

3. SPEED OF CHANGE
No technologies have ever spread so fast as 
cellphones and digital information systems. 
The first transistors (the hardware that enables 
computer memory and processing capabilities) 
were sold 60 years ago. Global production is now 
estimated at a rate of 8 trillion transistors per 
second.80 During the last four decades, driven by 
Moore’s law, innovative companies and intense 
consumer demand, the world has moved from 
mainframes to distributed desktops to personal 
computers to mobile systems, to the cloud and to 
the “Internet of Things.” The Internet, a complex 
emergent communication system that has never 
been “a static thing,” grew from some 16 million 
users in 1995, to 880 million in 2005, to 2.7 
billion in the spring of 2013.81 Its communicative 
capability has penetrated financial, military, 
industrial and social systems, increasing their 
cyber dependency at an unprecedented rate. 

It is not surprising that market, regulatory, 
bureaucratic and legacy technical systems that 
might over time adapt to provide more security have 
been too slow and too reactive to be effective. Even 
markets – much the fastest of these systems – have a 
cycle time that cannot keep pace. To offer a distant 
security analogy, when gunpowder was introduced 
in Europe it set in motion changes that outmoded 
personal armor, traditional fortresses and battlefield 
and naval doctrine. Responses evolved to include 
new approaches to military mass and mobility, 
new ideals of leadership (to replace outdated 
concepts of individual heroism and chivalry), new 
systems for training officers and men (to include, 
for example, an understanding of ballistics), new 
architectures for defensive systems, new industrial 

establishments to produce guns and munitions and 
new relationships between governments and those 
governed (to facilitate and respond to conscription 
into mass militaries). Digital information systems 
and their remarkable child, the Internet, are no less 
powerful, novel or proliferated than gunpowder. 
They demand comparable changes. But while 
gunpowder technology took approximately two 
centuries to develop and spread, cyber technologies 
have proliferated in approximately two decades – 
exponentially faster.

If problems of cybersecurity are seen simply as 
failures to replace old security regimes with new 
ones, any progress is likely to be quickly outdated by 
changes in the technologies one is trying to secure. 
Plausible paradigms for the past cannot be reshaped 
quickly enough to cope with a new present. New 
security approaches must have a plasticity that 
permits them to cope not only with what is, but also 
with what unpredictably will come to be. 

In sum, the United States’ defensive plans 
must recognize some unfamiliar limits. First, 
competition and adversaries’ offensive co-evolution 
create currents that impede U.S. progress toward 
cybersecurity. Second, though premises of 
American technological superiority are deeply 
ingrained in the nation’s security establishment, 
the United States cannot presume American 
dominance of cyber technology. In this domain, 
America should not expect that it would be 
able to avoid technological surprise. Third, U.S. 
government power will be constrained by the facts 
that the private sector is the engine of innovation 
inside this country and that extensive capabilities 
are located outside our borders. Moreover, the 
novelty, speed and unpredictability of information 
technologies make them particularly difficult 
to regulate, orchestrate through long-term 
research programs and defend against. The limits 
of American governmental power will be felt 
especially severely in this widely proliferated and 
extraordinarily diverse technology. 
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V I .  C R E AT I N G  A  M I N I M A L  S H A R E D 
C Y B E R S E C U R I T Y  S TA N DA R D  
A N D  S O M E  R E CO M M E N DAT I O N S

The Standard
Because IT dependency and concomitant 
insecurities have come so quickly, the United 
States lacks a shared understanding of acceptable 
and unacceptable risk and of the proper roles of 
the federal government and the private sector. 
Decision-makers and citizens typically accept a 
normal level of familiar risks – for example, the 
risks to shipping in the Persian Gulf or the murder 
rate in a U.S. city. Without much reflection, those 
norms often become implicit standards. The 
nation invests to maintain or improve (usually 
only marginally) a status quo about which we have 
a common understanding. Typically, U.S. local 
and national leaders are animated to change their 
approach or greatly increase investments only 
when confronted by dramatic changes such as a 
crime wave, a terrorist attack or a beneficial event 
such as the breakup of the Soviet Union. No such 
standard is now established for cybersecurity. The 
absence of a standard cripples efforts at consensus 
and therefore disrupts strategies, undermines 
legislative proposals, makes budget allocations 
difficult to size and defend, etc. 

Though there is a good case for doing much 
more, it ought to be possible to articulate at least 
a minimal standard of protection that would 
garner wide support and provide an anvil against 
which to hammer out agreed programs for action. 
Approaching the issue from a national security 
perspective, I suggest this: The United States 
cannot allow the insecurity of our cyber systems to 
reach a point where weaknesses in those systems 
would likely render the United States unwilling 
to make a decision or unable to act on a decision 
fundamental to our national security.82

The suggested standard implies, for example, that 
if we thought an opponent could use cyber tools to 

render the U.S. nuclear arsenal impotent, or to turn 
the country’s missiles back upon the United States, 
then we would be unable to act to protect our 
interests. In this case, we would judge ourselves to 
be intolerably insecure in cyberspace.83 

It should be observed that while commentators 
often address catastrophic or existential risk, this 
standard focuses our attention on the likelihood 
that what other nations or terrorist groups would 
seek from a sophisticated cyber attack is to deter 
us, not to destroy us. The cyber threat to our 
national security is less likely to be from vandalism 
than from efforts to inhibit our freedom of 
action. The national security case for protecting 
critical cyber systems is that this is essential to 
maintaining our will and capacity to act to defend 
vital American interests.

This proposition is minimal. Much more ambitious 
standards could be articulated from a national 
security perspective and from economic, crime 
prevention and other perspectives. For example, 
the United States could pursue the ideal of 
permitting little or no penetration or corruption of 
military cyber systems, or of assuring that military 
equipment was not subject to cyber sabotage. In 
the domestic arena America could establish goals 
for the minimization of identity theft, loss of 
intellectual property or disruption of service. 

The minimal national security standard advanced 
here is chosen as the focus of the observations and 
recommendations that follow for three reasons. 
First, this is indisputably a responsibility of the 
federal government. If this standard is not being 
met, the resulting weaknesses cannot simply be 
left to state and local or private decision-making. 
Second, it has the best chance of securing assent. 
If the United States cannot agree to respond to any 
other weaknesses of cybersecurity, it would seem 
the nation could at least agree to try to address this 
one. Third, because it is so minimal, this is a most 
illuminating case. Whatever needs to be done to 
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meet this standard should be considered for more 
ambitious standards. Whatever we accomplish 
can provide a model for these greater efforts. 84 
More ominously and significantly, deficiencies that 
undermine the abilities to meet even this standard 
point to weaknesses likely to demand attention in 
other cases. 

What does the United States need to do to 
meet this standard? The federal government is 
doing many useful things to strengthen cyber 
capabilities. The following recommendations 
do not attempt to describe or evaluate these. 
The recommendations are not an effort at a 
comprehensive program. Rather, they advance 
propositions about where the logic of the first parts 
of this paper suggests U.S. government strategies 
should be strengthened or altered and how that can 
be accomplished.

1.For critical U.S. government systems, presume 
cyber vulnerability and design organizations, 
operations and acquisitions to compensate for 
this vulnerability. Do this by a four-part strategy 
of abnegation, use of out-of-band architectures, 
diversification and graceful degradation. Pursue 

the first path by stripping the “nice to have” away 
from the essential, limiting cyber capabilities 
in order to minimize cyber vulnerabilities. For 
the second, create non-cyber interventions in 
cyber systems. For the third, encourage different 
cyber dependencies in different systems so 
single vulnerabilities are less likely to result 
in widespread failure or compromise. And for 
the fourth, invest in discovery and recovery 
capabilities. To implement these approaches, 
train key personnel in both operations and 
security so as to facilitate self-conscious and well-
informed tradeoffs between the security gains 
and the operational and economic costs from 
pursuing these strategies.

The early parts of this paper show why cyber 
vulnerabilities cannot be completely eradicated or 
assuredly detected. How should the United States 
government respond to this modern weakness – 
the poisonous side of 21st-century dependencies 
on IT? A first answer is to limit our diet. The 
United States cannot effectively function in the 
modern age without IT capabilities, but in critical 
systems steps should be taken that forsake some 
efficiencies, speed or capabilities in order to achieve 
greater security. 

IT systems typically offer more functional 
capabilities than are required for their missions. 
These excess capabilities come bundled in common 
architectures or seem desirable to custom designers 
because they may be valuable for unlikely but 
possible needs. A strategy of abnegation is founded 
on the presumption that critical systems should 
be supported by cyber capabilities that are no 
more extensive than required to perform their 
core mission.85 Enabling a system to perform 
unnecessary functions unnecessarily increases 
cyber vulnerabilities. (In technical terms, 
additional functions increase “attack surfaces.”) 
Unnecessary functions also expand abusive 
opportunities for whoever can capture control 
of the system. Users also should be sharply 
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differentiated in the capabilities accessible to them. 
The development of the cloud, with its ability to 
provide “thin client” capabilities that authorized 
users need, but only what they need, should assist 
this priority. It is neither necessary nor wise that in 
critical security situations most users have most of 
the range of capabilities available to them.86

Second, because cyber systems cannot assuredly 
be reliable, a strong presumption should be 
created that critical systems integrate non-
cyber safeguards in their access and operation. 
Non-cyber components, also described as “out-
of-band” measures,87 can include, for example, 
placing humans in decision loops, employing 
analog devices as a check on digital equipment 
and providing for non-cyber alternatives if cyber 
systems are subverted. The digital information 
systems that drive information technologies 
import only digital vulnerabilities. We can 
protect ourselves by forcing attackers to cope with 
system attributes that are outside the reach of 
computer code. 

Critical systems should be designed to degrade 
as predictably and gracefully as possible. An 
important way of doing this is through diversity.88 
For example, if within the U.S. our missile arsenal 
the Navy and the Air Force employ different cyber 
systems, a vulnerability in Navy missile command 
and control is not as likely similarly to affect 
Air Force missile command and control. In the 
language of computer experts, investments need 
to be made to avoid common mode failure. This 
principle applies especially to assuring that safety 
systems, security systems and operational systems 
are strongly differentiated so operational failures 
and compromised systems are checked rather than 
replicated by safety and security systems.

Principles of diversity and out-of-band systems 
should be familiar from the construction of the 
nation’s nuclear arsenal, built as it is to offer a 
triad of alternatives and varied mechanisms of 

command and control. But the recommended 
presumptions are counter to present trends in 
cyber acquisitions, incentives and architectures. 

Finally, more attention needs to be given to the 
loss or subversion of a critical cyber system. A goal 
of graceful degradation is facilitated by diversity, 
but detection programs, restoration programs 
and workarounds need to be well-considered 
and prepared for in advance.89 Often the critical 
variable will be not the security of a system but 
rather the remaining efficacy of a network of 
systems. 

The strategies of abnegation, use of out-of-band 
measures, diversification and preparation for 
graceful degradation are now recognized and 
partially implemented, but their systematic pursuit 
and prioritization would change present practice. 
This change would not be easy to implement. 
Narrowly designed systems are more expensive 
than commonly marketed, broadly constructed 
ones. Integrating out-of-band measures is 
easier said than done and can cause operational 
degradation through delay or increased likelihood 
of error. Diversity of systems increases costs and 
complications for defenders90 as well as attackers.91 
Graceful degradation is an expensive and 
complicated goal. 

Because cost and administrative benefits exert such 
a strong hydraulic force in everyday operations, 
policymakers need to define and designate critical 
systems and create presumptions in favor of these 
protective strategies. They and key subordinate 
operators also need to understand and choose 
among the tradeoffs. In critical systems, choices for 
greater cybersecurity or greater cyber insecurity 
are too consequential to be left to technologists 
or to be resolved by project budget calculations. 
Conversely, they are too important to be left 
to those whose training and responsibilities 
predispose them to prioritize present operations 
at the expense of longer-term and probably 
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ill-understood security risks. Decision-makers 
need a general understanding of both operations 
and cyber technology. Operators and those 
responsible for cybersecurity need a particularized 
understanding of both for the activities they 
control. This paper aims to provide a basis for 
the generalized understanding. U.S. military and 
civilian systems need to proliferate cross-training 
to provide the particularized understandings 
required.

2. Identify critical nongovernmental systems 
in light of the minimal standard, publicly 
explain why some of these systems pose national 
security risks and use incentives, standards, 
attack information and regulatory authorities 
to improve cybersecurity in these systems, 
including through the strategies described in 
Recommendation 1. In doing this, consider not 
just present risk but also areas of increasing 
risk and broaden discussion to include endemic 
risk – the long-term effects of loss of intellectual 
property and competitive position from cyber 
penetration.

The distribution of cybersecurity responsibilities 
among public and private-sector actors has not 
been established. There is ample room for debate, 
but as the government moves to get its own house 
in order, it should be evident that the minimal 
principle applies to private-sector activities (for 
example, the nation’s power grid or the Internet 
itself) that are critical to the ability to maintain 
national security. American policymakers should 
articulate the minimal standard, emphasize that it 
includes private-sector systems, explain how these 
are at risk and then use the range of persuasion, 
incentives (including U.S. government acquisition 
preferences) and regulatory tools to improve these 
systems’ resistance to catastrophic attack.92 

This instinct underlay a requirement under a 
presidential executive order issued in early 2013 
that the Department of Homeland Security 

(DHS) assess industries and companies “where 
a cybersecurity incident could reasonably result 
in catastrophic regional or national effects on 
public health or safety, economic security, or 
national security.”93 The resulting classified report 
admirably advances understanding but leaves the 
United States short of where it needs to be. 

The shortfall occurs in three dimensions. First, 
the executive order aims at illuminating only 
acute risk. Enough has been observed and 
documented to make it evident that a further 
important hypothesis needs to be advanced and 
evaluated. It is that the characteristics of the new 
cyber age and the mercantilist priorities of other 
nations, particularly (but not exclusively) China,94 
combine to generate an effect that neither alone 
would achieve: large-scale, low-visibility, highly 
consequential campaigns to abscond with business 
secrets that can change the balance of economic 
power between companies, industries and 
ultimately nations. 

This hypothesis may be called one of endemic 
risk and is not so salient or likely to be agreed 
upon as the acute risk recognized in the minimal 
standard. This is because it occurs in an area of 
blindness for the U.S. government. Unlike China 
(and a number of other states), whose government 
gives priority primarily to economic competition 
and secondarily to security competition, the U.S. 
government gives priority to security and regards 
economic competition as dominantly a private-
sector concern. Concomitantly, America clearly 
differentiates government and private-sector 
actions and actors, while China and other states do 
not see such a sharp bifurcation. 

These perspectives leave the United States ill – 
equipped to blend economic and security concerns 
(though there are rhetorical and symbolic steps 
in this direction). 95 The blinkered focus on 
traditional security causes cyber attacks to be 
viewed predominantly in terms of the loss of 
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classified or militarily sensitive information. 
Conceptually and sometimes organizationally, 
cybersecurity is then treated as a subset of 
counterintelligence. When cyber attacks are 
considered in the business context, losses are 
typically assessed individually and economically. 
The cumulative national consequences of economic 
loss are rarely considered.96 

Endemic loss demands its own evaluation. A 
satisfactory effort will require consideration not 
only of the magnitude of the data exfiltrated but 
also how it is used and with what consequence. 
It may be that loss is less consequential than 
presumed because data may frequently need 
to be matched with operational skills (“tacit 
knowledge”) to be used in practice. On the other 
side of the coin, data thefts may be paired with 
non-cyber actions in a larger campaign that is 
not comprehended if each instance is considered 
only as an individual transaction. An assessment 
of these variables is very different from what was 
required by the executive order but is a necessary 
complement to it.

Second, the United States does not have plans for 
acting to reduce either the acute risks recognized 
in response to the executive order or the endemic 
risk not addressed by the order. For the acute risks, 
a reasonable hypothesis is that critical private 
systems need to implement the strategies applicable 
to governmental systems: creation of lean systems, 
integration of non-cyber controls, maintenance 
of variance in cyber systems and preparation 
for graceful degradation. Broad action on the 
endemic risks needs the predicate of assessing 
and publicizing the magnitude of these risks as 
recommended below. But planning should be 
initiated now for a robust strategy of counterattack 
from an array of existing governmental powers if 
that risk is shown to be substantial.97

Because industries greatly vary in their incentives 
and disincentives, degrees of concentration, 

resiliency, cyber budgets and cyber sophistication, 
action plans need to vary industry by industry.98 
They also need to be accepted, indeed championed, 
by relevant oversight agencies, and this oversight 
needs to be supported by Congress. This requires 
declassification of important parts of the DHS 
study and strong White House leadership to 
articulate and act on its findings. And, as just 
suggested, it requires much more White House 
attention to, and declassified explanation of, the 
endemic risk. 

To a student of security studies, it is an evident 
deficiency and oddity of cybersecurity that “the 
threat” is neither comprehensively nor publicly 
well described. Only piecemeal descriptions of 
attacks are available, many of these are published 
by private actors, integration of public and private 
information is poor and classification presents a 
large barrier to public explanation.99 The United 
States cannot develop good strategies without a 
broadly shared understanding of its problems. 
Ignorance, badly integrated information and 
classified materials do not provoke action in a 
democracy or profit-driven marketplace.100

The two most notable efforts at providing a base 
for public discussion – a 2010 National Intelligence 
Estimate and a detailed 2013 Mandiant case study 
of a group of Chinese cyber attackers – suggest 
both the rarity and the value of such efforts. Richly 
detailed Kremlinology during the Cold War was 
followed by considerable efforts to comprehend 
and characterize terrorist groups in the first decade 
of this century. But the Chinese cyber problem was 
regularly pushed aside, and public descriptions 
of other cyber activities have either been left to 
journalists or largely ignored.101 

Third, policymakers need to recognize that though 
there is great value in the present snapshot of 
private-sector critical vulnerability, the greatest 
risks and opportunities inhere in the rapid rate 
of change in IT integration into industries. The 
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discussion in Section V above indicates that the 
speedy growth of cyber dependencies means 
that tomorrow’s risks will often be different 
from today’s. On the other side of the coin, the 
imperative need and opportunity is not only for 
reformation of present systems but also for the 
design and implementation of new systems as 
industries evolve. Some industries that are not now 
critical risks will become so as they become more 
cyber dependent.102

3. Tolerate private-sector decisions about cyber 
risk in systems that are not critical or are 
adequately resilient despite their cyber risk . A 
perfect world would have no cyber insecurity 
anywhere, but public-sector pursuit of that goal is 
unrealistic, distracting and drains resources. 

Security analysts are by nature insecure. There 
is a great risk that in seeing cyber vulnerabilities 
from software, hardware and humans everywhere, 
policymakers concerned with security will 
attempt to regulate everything. This could stifle 
the nation’s greatest source of innovation and lead 
to a reduction in security from heavy-handed, ill-
conceived or ineffective regulation and from costs 
(including costs in national power) that outweigh 
benefits. It has been usefully observed that, for 
example, Google Glass, automobiles connected 
to the Internet, health care devices103 and health 
care records of all kinds are subject to hacking, 
with potentially destructive results. However, 
unless these results can scale to levels that are 
societally catastrophic, they are unlikely to have 
national security effects and responses can be left 
to consumer and producer priorities or, in cases of 
life, death or grave injury, to ordinary regulatory 
procedures. Most cyber security problems are 
not national security problems. It would be 
counterproductive to treat them as though they 
were.

4. Recognize that regulatory regimes rapidly 
become outdated, so wherever possible use 

incentives and education to improve security. 
Where regulation is required, tie it as much as 
possible to ends (responsibility for achieving 
a desired state of security) rather than means 
(particular required process improvements). 

Regulation has a strong tendency to be static. The 
cyber world is dynamic. Consequently, regulation 
should be an instrument of last resort and when 
employed should specify ends (for example, 
resilience sufficient to avoid catastrophic failure 
after successful cyber attack), leaving maximum 
freedom for choices of means. Incentive strategies 
are necessarily complex and varied: Different 
industries and companies within industries are 
incentivized by different potential offerings from 
government. Some will be attracted by shared 
information about attack vectors and defenses. 
Others may be animated by joint research 
and development projects. Still others will be 
animated by tax incentives or grants. This, like 
other recommendations offered here, underscores 
the need for varied strategies administered 
by the government agencies with the greatest 
understanding of the particular industries they are 
attempting to affect.

5. Seek to develop norms and restraints limiting 
the use of cyber weapons to achieve effects 
outside the cyber domain. As a first step, initiate 
efforts to buttress a fragile norm that appears 
to exist between Russia, China and the United 
States: Apparently, we have not used cyber as a 
means of physical attack against one another. 
Articulate a norm of renouncing cyber attacks 
on civilian infrastructure and discuss this goal 
with China and Russia even if other kinds of 
cyber conflict with these countries continue or 
intensify. As a second step, evaluate whether 
uncertainties inherent in the cyber foundations 
for nuclear command, control and warning may 
erode confidence to a point where the present 
regime of mutually assured destruction risks 
degradation into a regime of MUD. If that 
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alternative is mutually seen to be more insecure, 
pursue agreements to refrain from cyber 
intrusions into nuclear command, control and 
warning systems.

Discussion about deterrence is an important 
part of trying to bring greater security to the 
cyber domain. Deterrence in this realm is much 
desired (because technical defenses alone will 
not assure protection)104 and plausible through 
cyber counterattack (attackers are no more secure 
than defenders) but difficult to tailor (because of 
difficulties in attack visibility, characterization and 
attribution) and challenging to constrain against 
uncontrolled escalation.105 Debate now focuses 
on how these goals are not currently achieved, 
whether and how cyber attacks might be better 
deterred by using cyber or other means106 and the 
extent to which analogies drawn from nuclear 
deterrence and control might or might not apply to 
cyber weaponry.107 

Discussion of international restraints and 
confidence building is also occurring but is less 
robust.108 This recommendation points to neglected 
opportunities for identifying and strengthening 
nascent norms around which there are common 
interests.109 The recommended journey is neither 
easy nor certain, but it can yield important rewards 
and is an important complement to technical 
protections and deterrent efforts. 

Three observations suggest reasons for investing in 
this effort. The starting point is to recognize that 
some cyber stability now exists, but it is fragile and 
inchoate. Present restraints on the use of cyber 
weapons are an emergent characteristic of complex 
technological, economic and political interactions 
rather than a result of agreement between potential 
adversaries. A priority should be to set stability on 
a foundation of deeper and broader understanding 
between nations. This effort can draw inspiration 
from the fact that some nuclear strategic stability 
was established before it was well understood. 

Policymakers and theorists quickly recognized 
its importance, but it took experience, great 
tension and risk,110 maturation and discussion for 
the United States and the Soviet Union to move 
together from an implicit and precarious situation 
to a more stable state.	  

Second, while commendable effects at building 
cyber norms have focused on efforts inside 
cyberspace, better possibilities for initial consensus 
may arise from agreements limiting cyber actions 
with consequences outside the cyber domain. 
China, Russia and the United States have common 
vulnerabilities that make it in their mutual interest 
to try to limit cyber-physical conflict.111 

Third, if these three specially strong cyber powers 
can identify unacceptable behavior against one 
another, it may dampen third-party engagement 
in this behavior by making misattribution 
less likely and by prompting a broader norm 
against this misconduct. During the last two-
thirds of a century, national security issues have 
typically focused on single identified enemies. 
The analysis in Section III points in a different 
direction. Though the intent and capabilities 
of particular opponents are still relevant, cyber 
risks are pervasive for both the United States 
and its opponents because they are inherent in 
the technology.112 Recognizing this can point to 
possible common ground for agreement.

To develop and then evaluate opportunities for 
agreement on cyber norms, two priorities should 
be pursued.

Attempt to enhance cyber strategic stability with 
Russia and China by discussing agreed constraints 
on the use of cyber weapons against civilian physical 
targets. Even as the United States and China quarrel 
about cyber espionage against each other, there is 
an unspoken arena of strategic stability: Apparently 
neither country has used cyber mechanisms to 
conduct physical attacks against the other. 
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This restraint is vulnerable. It is unarticulated and 
occurs in a context of apparent contrary behaviors 
involving other countries. Most notably, the 
United States and Iran have reportedly engaged 
in cyber attacks against each other’s civilian 
infrastructure.113 The Chinese, Russian and 
American restraint with respect to one another is 
as if, during the Cold War, the United States and 
the Soviet Union attempted to maintain nuclear 
stability with each other while reportedly engaged 
in tactical nuclear exchanges with third parties. 
Schizophrenia is not a recipe for stability.114 

Moreover, while nuclear weapons are held by 
few states and highly controlled within those 
states, cyber weapons are not confined to states or 
well-controlled by them, particularly within and 
outside the Chinese and Russian governments. 
Compounding this problem, others who might 
engage in destructive cyber attacks could willfully 
or inadvertently create the false impression 
that one of these three nations conducted these 
attacks.115 

The United States should initiate discussions116 
with China and Russia about the delineation 
of mutually agreed red lines.117 Any resulting 
understandings should be buttressed with 
confidence-building measures and escalatory speed 
bumps.118 One area of agreement could be against 
the use of cyber weapons to damage civilian 
systems.119 Agreement could then be used as a 
foundation for developing other understandings 
that could limit cyber misbehavior in these 
relationships.120 An agreement with either country 
could pave the way for agreement with the other 
and facilitate other cooperative efforts to limit 
destructive cyber attacks involving other nations 
and subnational groups. 121 

The movement from MAD to MUD. If cyber 
insecurity is seen to be prevalent, particularly 
against attacks by major states, then it is likely to 
affect confidence in nuclear arsenals and related 

command, control and warning systems. Emphasis 
on security-enhancing initiatives such as those 
urged in the first recommendation may mitigate 
these effects, but questions will still be raised about 
whether an assured retaliatory capability is really 
assured for the United States and for other major 
powers.122 

Deterrent theorists and policy-makers should 
begin to consider now how this might affect 
stability within the established framework of 
MAD. Detailed studies about vulnerabilities will 
necessarily be classified, but an open discussion 
can usefully consider how cyber uncertainties on 
both sides of major state conflict may diminish 
nuclear deterrence. For example, second-strike 
nuclear capabilities may be questioned if they 
rest on uncertain foundations of cyber command 
and control systems or are dependent on warning 
systems that can be spoofed. If so, a world of MAD 
may be replaced by one of MUD.

The effects of this change are not unidirectional. 
Mutually unassured destruction may have 
deterrent effects if neither side will be sure of its 
ability to execute a first strike as envisioned. But 
on balance MUD is likely to be less stable and less 
attractive to Russia, China and the United States. If 
that is the case, agreements to foreswear intrusions 
into one another’s nuclear command, control and 
warning systems may be mutually desired and 
achievable.123

Progress toward these agreements will be 
complicated by other kinds of cyber conflict and 
by ambiguities about the boundaries of protected 
systems and definitions of proscribed and 
permitted conduct.124 Many will regard difficulties, 
even impossibilities, of verifiability and attribution 
as fatal problems. Other forms of arms control 
and confidence-building depend on the visibility, 
verifiability, state control of the relevant weapons 
and attribution, but all these characteristics will be 
impaired in cyberspace.125 There will be questions 
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about nations’ self-interests, with some urging 
that a perceived cyber attack advantage should 
not be surrendered even if it might be transitory, 
unreliable or ultimately destabilizing.126 Perhaps 
most fundamentally, even if all parties see an 
accord as desirable, the well-known phenomenon 
of “prisoner’s dilemma” – the inability to trust the 
others enough to find a common improvement – 
may keep the United States from reaching a better 
state. But the opportunities are significant and our 
diplomatic, technical and national security skills 
should be employed in trying to realize them. The 
alternative is a steady degradation in strategic 
stability as cyber risk expands through the civilian 
infrastructure and we move to a world of unstable 
MUD. 

6.Because cybersecurity is not just a technical 
problem, invest in socioeconomic research 
to understand private industry and personal 
incentives, inhibitions and options for 
improving cybersecurity. Invest similarly to 
better understand the behaviors, incentives 
and inhibitions of government, criminal, 
ideological group and individual cyber 
attackers. Systematically evaluate foreign 
government responses to cyber insecurity and 
assess whether lessons learned abroad could be 
applied here.

Though cyberspace is a battlefield and cyber 
technologies are weapons and means of defense, as 
with all security issues the critical actors are people 
and the critical determinants of their behavior are 
political, economic, psychological and sociological 
variables. Accordingly, to understand and 
shape cyber defenses, the United States needs to 
comprehend and attempt to influence the cultures, 
perceptions, incentives and disincentives of 
defenders and attackers. Without sound diagnoses 
the United States cannot offer sound prescriptions 
and is prone to monotonic approaches, prescribing 
the same remedies for different situations. To 
improve performance, U.S. technology investments 
have to be better complemented with investments 
to understand those who are attacking the United 
States – and to understand ourselves.

Because we imperfectly comprehend the IT 
activities and incentives of most American 
businesses and individuals, we are disconcerted 
by the persistent failures of many to invest 
in cybersecurity in proportion to security 
professionals’ perceptions of risk. But the challenge 
is not simply one of documenting or dramatizing 
the risk. For example, inquiry is likely to show that 
most successful exploits are against vulnerabilities 
that are already patched, but patching in most 
American companies and government agencies 
occurs only after significant delays. These 
delays are not just a consequence of indifference 
or funding failures, but often are caused by 
procedures designed to cope with concerns about 
interoperability, security and downtime. (Patching 
is dis-incentivized if, for instance, a vendor is 
penalized for downtime. Patching is also risky if 
done piecemeal and costly if systems are taken 
offline.) Better understanding of these priorities 
and procedures may yield improvements that are 
not visible if a purely technical approach is taken to 
security.127 

Studies of this kind would also illuminate 
how one size does not fit all in prescriptions 

To improve performance, U.S. 

technology investments have to 

be better complemented with 

investments to understand 

those who are attacking 

the United States – and to 

understand ourselves.



Surviving on a Diet of Poisoned Fruit
Reducing the National Security Risks of America’s Cyber DependenciesJ U L Y  2 0 1 4

28  |

for cybersecurity. For example, the cyber 
circumstances and sensitivities of brokerage firms 
and credit card companies are very different from 
those of companies that generate and distribute 
wholesale power.128 The former are necessarily very 
open to and engaged with the public; their assets 
and risks are dominantly in the cyber realm; they 
accept some cyber fraud as a cost of doing business 
but place great emphasis on immediate response 
when attacks cumulate beyond accepted margins; 
to maintain this posture, their software is rapidly 
and frequently modernized, heavily financed 
and well understood. The latter companies are 
less integrated with the public; their assets and 
perceived risks are primarily physical (for example, 
generators and their risk of breakdown); they 
do not have much history of cyber attack; they 
commonly operate with antiquated and poorly 
documented software; key software components 
are at best upgraded once a year during an annual 
shutdown; slow cycles of capital investment and 
heavy regulation of capital recoupment impede 
software investment; and the diversity of their 
physical systems and cyber connections creates 
difficulty in implementing defenses but also 
provides them with a measure of protection. 

These circumstances cause very different 
interactions with government. Financial firms 
commonly know as much as or more than 
government officials about their daily risks. 
Constantly stressed, these firms have evolved to 
live in an environment of persistent cyber attack. 
But their adaptation is to everyday life and they 
may understate their exposure to catastrophic 
black swan risks, especially risks that affect 
the Internet or society as a whole. They want 
very precise information about attackers and 
attack signatures, are unlikely to be attracted 
by government capital and fear any regulatory 
intervention. Power companies have not been 
similarly stress-hardened to cyber attack. 
They need a richer understanding of the cyber 

vulnerabilities of their own systems, capital to 
address these issues and assistance persuading 
state regulators to accept these investments 
in their rate base. In both industries (and 
probably all industries), larger firms are more 
knowledgeable and better defended than smaller 
ones, and government programs that may be 
appropriate for one size or type of enterprise may 
be ineffective or counterproductive for another. 
To understand these and an array of other 
variables, the government should invest in industry 
studies that integrate technological and business 
perspectives.129 

Similarly, the United States needs to study its 
opponents and the illicit eco-systems in which they 
operate. These include individual hackers, loosely 
and tightly organized groups asserting that they 
are motivated by the public good,130 criminals 
acting as individuals or as members of cartels, 
business entities and criminals acting with state 
support or encouragement131 and nation-states. 
Resources, skills, relationships and markets vary 
significantly within each of these categories, but 
capabilities tend to be greater and better masked 
the further one moves along the list.132 

Technical analyses of attack paths and 
signatures abound.133 But composite insights 
and understanding of business models are less 
available.134 For example, lower-end attackers 
do not normally discover new vulnerabilities 
or exploits. Instead, they use established attack 
tools. These are purchased from open markets135 
and dark markets136 or derived from patch 
announcements from vendors, accounts of state-
initiated exploits and publications trumpeting 
vulnerabilities that “white hats” have discovered.137 
Furthermore, low-end attackers commonly pursue 
targets en masse and rarely pursue a single target 
in isolation or for extended periods.138

By contrast, high-end attackers invest substantially 
in R&D: They investigate and stockpile 
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vulnerabilities. When they deploy exploits they do 
so against an individual entity or a class of targets 
and pursue these targets for extended periods, 
earning them the sobriquet of “advanced persistent 
threat.”139 An early assessment described the 
modus operandi:

[t]he attackers selected the data for exfiltration 
with great care. Though they had the opportu-
nity, they did not simply “take what they could 
get” and leave, rather, they chose specific files, 
often ignoring related information in adjacent 
directory locations, activity which suggests these 
attackers were disciplined and operating from a 
specific list of collection requirements, a charac-
teristic usually only found in highly professional 
operations.

During the incident … the attackers did not open 
and review file contents – though they had the 
required file permissions – but instead navigated 
immediately to the files or folders they wanted 
and began the steps necessary to exfiltrate them, 
suggesting that they had reviewed the directory 
contents offline and that they had already gained 
access to this firm’s network to conduct detailed 
reconnaissance, including the possible exfiltra-
tion of file directory listings.

These types of operational techniques are not 
characteristic of amateur hackers operating in 
widely dispersed geographic areas.140

Metaphorically, the United States may think of 
the lower-end actors as like open-sea fishermen 
who harvest their prey with nets, value volume 
and adopt techniques that minimize their costs. 
High-end actors are like fly fishermen motivated 
by factors beyond narrow economic calculation 
as they shape hooks and craft lures in the patient 
pursuit of individual targets. In the language 
of security, low-end actors can be countered by 
vigorous self-defense, police work and strategies 
(including punishments) that raise their costs. 

High-end actors demand the attention of the 
national security establishment because they can 
do substantial damage, are relatively insensitive 
to their own costs and often have security-related 
espionage goals.141 The United States has not, 
however, adequately invested in such things as 
understanding how high-end attackers set goals 
and use information; how their economic and 
security motivations intertwine and are prioritized 
and deconflicted; and the extent to which such 
efforts are centrally directed, controlled and visible 
to senior leaders. 

Similarly, the United States should invest 
systematically in evaluating how other nations 
are attempting to cope with cyber insecurity. An 
astute observer has argued that the United States 
can profit from the Australian model of limiting 
government purchases to “white-listed” software 
that has been tested and found acceptable.142 The 
Finns have established procedures for quarantining 
infected consumers, allowing them access only to 
sites that support remediation. The British have 
developed collaborative government-industry 
exchanges with some sectors that have no such 
relationships in the United States. Each nation 
operates in its own cultural, economic and political 
context, so lessons are not easily assimilated. But 
foreign experiences can be richly suggestive and 
the United States is now only harvesting them 
serendipitously.

Heavier investment in sociological, political 
and economic research will not appeal to many 
technologists and will not appear on technological 
agendas. Work of this kind will rarely meet 
academic “scientific” standards and sometimes 
(particularly in studying attackers) it will require 
unconventional research strategies, involving 
controversial ethical and legal decisions.143 For these 
reasons, it will not be well-supported elsewhere. 
It should, however, be a policymaker priority 
and requires government support. The ninth 
recommendation suggests a vehicle for this support.
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7. Fund a data collection consortium that will 
illuminate the character and magnitude of cyber 
attacks against the U.S. private sector, using 
the model of voluntary reporting of near-miss 
incidents in aviation. Use this enterprise as well 
to help develop common terminology and metrics 
about cybersecurity. 

Channels have developed in recent years for 
sharing information between public and private 
actors about cyber attacks. Principal among 
these are the Enduring Security Framework, 
classified and unclassified Defense Industrial 
Base programs run by DOD and the National 
Cybersecurity and Communications Integration 
Center run by DHS.144 Less-visible efforts 
involve some Information Sharing and Analysis 
Centers (ISACs)145 and more informal exchanges 
such as those between the Nuclear Regulatory 
Commission and nuclear power companies, the 
Department of Energy and power companies, and 
the FBI and Secret Service with companies that are 
experiencing attacks.146 

Though valuable, these relationships tend to be ad 
hoc, information is not transferred from industry 
to industry, common metrics are not created as a 
foundation for analysis 147 and the separate efforts 
do not contribute to a public comprehension of 
what is happening. A commentator summarized 
his frustration after the recent cyber theft of credit 
cards from Target: 

I have to wonder how many times this scene 
played out in 2013: an individual forensics firm 
analyzes a sophisticated retail breach involving 
point-of-sale malware – collecting mountains 
of interesting and useful data about the threats, 
threat actors and their methods – but at the end 
of the day has no mechanism by which to share 
that information with others in the retail and 
security community. … [I am] incredulous at 
how the industry as a whole still sucks at sharing 
important information.148

A model for how government-industry 
relationships could be improved is provided 
by a little-publicized successful effort in the 
aviation world. While regulatory requirements 
for aviation accident reporting are firmly 
established through the National Transportation 
Safety Board, there are no requirements for 
reporting the vastly more numerous and often 
no less informative near misses. Efforts to 
establish such requirements inevitably generate 
resistance: Airlines would not welcome more 
regulation and fear the reputational and 
perhaps legal consequences of data visibility; 
moreover, near accidents are intrinsically more 
ambiguous than accidents. An alternative path 
was forged in 2007 when MITRE, a government 
contractor, established an Aviation Safety 
Information Analysis and Sharing (ASIAS) 
system receiving near-miss data and providing 
anonymized safety, benchmarking and proposed 
improvement reports to a small number of 
initially participating airlines and the Federal 
Aviation Administration (FAA). A professional 
journal summarizes subsequent developments:

Today, membership has grown to 44 airlines 
representing 96 percent of commercial airspace 
operations and 131 safety data sources, according 
to the FAA. The MITRE Corp. analyzes and safe-
guards proprietary airline data; integrates it with 
MITRE’s own aviation safety databases covering 
weather, radar tracks, airspace and traffic and 
other public data; conducts studies; and builds 
analysis capabilities. Airline data is shared over 
MITRE secure servers and includes pilot safety 
reports and FDR data.149

Another journal records a US Airways participant’s 
perspective about what is achieved:

For him, the key advantage of ASIAS has been 
the company’s ability to tap ASIAS databases “to 
look at aggregated data or different airports or 
different types of data and to also compare and 
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use the Web portal dashboards” to analyze issues 
such as unstabilized approaches.

He explains, “I might be thinking we’re doing 
really well, but I can compare US Airways 
against the aggregate. ... I can see that maybe I 
have a problem at one airport, but am I the only 
one that has that problem?”150

It is hard to predict whether a contractor-based 
sharing of cyber attack data would succeed, but it 
has attributes that make it worth trying. A third-
party intermediary seems to mitigate distrust of 
government uses of the data; growth by accretion 
enables industry leaders to set examples for 
laggards; and the voluntary non-punitive nature 
of the effort seems to lower resistance. Because 
the entire structure is contractual, it requires no 
legislation.

8. Invest in research and development in 
conjunction with private industry and other 
nations to make cyber architectures more robust. 

Federal agencies now substantially invest in 
research and development directly relating to cyber 
defense.151 They engage a vast web of subordinate 
bureaucratic offices, national laboratories, 
contractors, federally financed research and 
development organizations and universities. 
Alongside these actors, and sometimes supported 
by or in coordination with them, the private sector 
is investing considerable resources in cybersecurity 
through major software enterprises such as 
Microsoft and Google, hardware developers 
such as Intel, Internet service providers such as 
Verizon, anti-malware firms, and scores of small 
startup enterprises and academia. These firms do 
substantial work outside of the United States as 
well as within it.

The two key questions are whether this research 
should be refocused and/or more centrally 
directed. The recommended answers are 
respectively “yes” and “no.” 

It is not surprising that it is hard to comprehend, 
much less evaluate, the universe of cyber 
research. Expenditures are difficult to compile 
and impossible to accurately allocate between 
operational, infrastructure, defensive and offensive 
investments;152 large parts of it are proprietary or 
classified; and it evolves, so even if a fuzzy snapshot 
were obtainable, it would have a short shelf life and 
capture different elements at different times.153 

Periodically, there are calls to better coordinate 
or centralize at least the federal parts of these 
expenditures. A recent congressional commission 
urged centralization,154 and the most recently 
promulgated White House cyber strategy155 states 
as its fourth “initiative”:

No single individual or organization is aware 
of all of the cyber-related R&D activities being 
funded by the Government. This initiative is 
developing strategies and structures for coordi-
nating all cyber R&D sponsored or conducted by 
the U.S. government, both classified and unclas-
sified, and to redirect that R&D where needed. 
This Initiative is critical to eliminate redundan-
cies in federally funded cybersecurity research, 
and to identify research gaps, prioritize R&D 
efforts, and ensure the taxpayers are getting full 
value for their money as we shape our strategic 
investments.156

The attractions of this rhetoric are understandable, 
but the congressional commission and the 
quoted White House initiative point in the 
wrong direction. To the extent cybersecurity 
is an engineering problem applying well 
understood principles to a well-defined goal, 
central coordination and efforts to “eliminate 
redundancies” are rewarding priorities. But to the 
extent that the field is not a mature science and 
competing concepts still require basic research, 
it is better to have less coordination and more 
competition. The latter is the more accurate 
diagnosis and prescription for cybersecurity today.
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The question is how to drive the focus of 
competing research efforts toward the most 
fundamental problems of cybersecurity rather than 
simply to incremental, short-term improvement. 
We require strategies to develop architectures that 
will be intrinsically more secure than the present 
software and hardware that power the Internet 
and related information technologies.157 Private-
sector research and development is relevant to that 
effort but unlikely to optimally invest because large 
companies have heavy time discounts and vested 
interests in maintaining the existing systems. Small 
companies can be more radical, but radical change 
usually requires long-term investment beyond 
their resources. Moreover, researchers in most 
enterprises have limited or no classified access and 
therefore have only an incomplete view of cutting-
edge developments in attack and defense.

The federal government can help to improve 
priorities by following these precepts: 

•	 Map federal and private cybersecurity invest-
ments to the extent possible so as to help all 
participants better understand where investment 
is occurring and lacking;

•	 Do not attempt to strongly coordinate this 
investment, but instead recognize that the 
nascent nature of cybersecurity warrants trying 
and even retrying different paths to similar ends 
– redundancy is tolerable, even warranted;

•	 In lieu of strong coordination, identify critical 
opportunities for systemically enhancing secu-
rity and incentivize effort in both the public and 
private sectors on these problems. This list will 
evolve.158

The ninth goal of the Comprehensive National 
Cybersecurity Initiative (CNCI) shows a greater 
appreciation of these principles than the fourth 
initiative. It says:

One goal of the CNCI is to develop technologies 
that provide increases in cybersecurity by orders 

of magnitude above current systems and which 
can be deployed within 5 to 10 years. This initia-
tive seeks to develop strategies and programs to 
enhance the component of the government R&D 
portfolio that pursues high-risk/high-payoff 
solutions to critical cybersecurity problems. The 
Federal Government has begun to outline Grand 
Challenges for the research community to help 
solve these difficult problems that require ‘out 
of the box’ thinking. In dealing with the private 
sector, the government is identifying and com-
municating common needs that should drive 
mutual investment in key research areas.159

This commendable statement of course leaves 
much unsaid, including: Who will identify these 
challenges? Who will administer the allocation of 
funds? How much funding? For which challenges? 
And how will research initiatives be taken from 
proof of concept through development, a transition 
commonly described as a requirement to voyage 
through “the valley of death”? 

A stronger White House staff and a stronger 
federal cyber career workforce will increase the 
likelihood that these questions are productively 
answered. Our final recommendation addresses 
these issues. 

9. Avoid delusions that centralized control 
through “a czar” or single agency are achievable 
or desirable. Instead, enhance federal cyber 
capacity by strengthening White House oversight, 
relocating the cyber coordinator outside the 
National Security Council and building more 
support capability for the White House. Make the 
U.S. government more cyber strong by creating a 
new federally funded research and development 
center (FFRDC) to recruit and retain cyber 
experts who are less likely to be attracted to 
work in federal civilian agency bureaucracies. 
That FFRDC can also be a focal point for 
communicating with and engaging private-sector 
experts.
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In the face of political, structural and operational 
difficulties, the federal government has gotten 
better at cyber defense. Improvement has included 
the growth of expertise, focus and private sector 
outreach in the FBI, the intelligence community, 
the Department of Homeland Security, the 
Department of Energy, the Department of Defense 
and other agencies. This has been abetted by 
growing recognition of the cost and persistence of 
cyber attacks, the allocation of budget resources 
to strengthen cyber defenses and the creation of a 
cyber coordinator position in the White House. 

It is not surprising that weaknesses remain. The 
problems are hard, they have (as described above) 
come upon the nation quickly, and bureaucracies 
resist rapid change. Executive orders, legislation 
and other promulgations articulate desiderata, but 
the Cabinet departments’ personnel, processes and 
priorities have a great deal of inertia. Changing 
bureaucratic behavior and capabilities is not like 
remodeling your kitchen. It is more like building 
your muscles, losing 50 pounds or teaching 
yourself a foreign language. Recommendations in 
this realm accomplish more when they recognize 
rigidities, are fashioned modestly and proceed 
incrementally. 

However, initiatives in this regard are 
crucial: To the extent cyber challenges evolve 
rapidly, unpredictably, and with only partial 
visibility, U.S. government resilience depends 
significantly on the skills and the orchestration 
of the federal workforce. Accordingly, this paper 
concludes by advancing modest but achievable 
recommendations for addressing two defensive 
priorities: building a better workforce160 in civilian 
agencies concerned with cyber defense and 
strengthening White House abilities to coordinate 
the diverse and competitive federal agencies.

The federal workforce is strikingly unbalanced. 
One aspect of the imbalance has been hotly 
debated: The National Security Agency (NSA), 

an intelligence organization, is intertwined with 
Cyber Command, a military organization. Because 
NSA has a longer history and stronger culture than 
Cyber Command, the intelligence mission has 
dominated the priorities, promotion opportunities 
and the budgets of these organizations. To counter 
this, a recent review group and a number of other 
assessments have recommended severing the 
two organizations.161 A presidential decision has 
resolved this issue, determining, at least for the 
moment, that the advantages of this combination 
outweigh the disadvantages. 

A second aspect of this arrangement is more 
important. The muscularity of NSA and Cyber 
Command provides a large, talented and well-
established military and civilian workforce 
focused on intelligence and military missions. 
The Information Assurance Directorate of NSA, 
charged with defense, has less power and prestige 
than the offensive side of NSA, but it is nonetheless 
well-funded and well-staffed and offers meaningful 
career opportunities (including movement between 
the defensive and offensive sides). The glaring 
deficiency is that there is no equivalent resource for 
the domestic agencies of the federal government. 

The federal bureaucratic 

organism is strongly muscular 

on one side (its military and 

intelligence functions) and 

malformed and malnourished 

on the other (its civilian side). 

Accordingly, it should be no 

surprise that it walks with a 

limp and often stumbles.
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To continue the earlier metaphor, the federal 
bureaucratic organism is strongly muscular on one 
side (its military and intelligence functions) and 
malformed and malnourished on the other (its 
civilian side). Accordingly, it should be no surprise 
that it walks with a limp and often stumbles.162

Strong central leadership could correct at least 
some of this imbalance. However, the organism 
has only a rudimentary central nervous system. 
The only entity that can coordinate the whole is the 
White House. Efforts have been concentrated there 
within the National Security Council. But resources 
to meet this management challenge are badly 
incommensurate with what is needed. The cyber 
office consists of one regular political appointee163 
and a handful of professionals detailed for two 
years from across the national security agencies. 
The intelligence, foreign policy, domestic policy, 
budgetary, protective, research and development, 
representational and other activities demanded of 
White House coordinators can hardly be conducted 
by such a small and transitory group. 

It is tempting to attempt to counter this at one 
stroke by creating a cyber czar with a dedicated 
workforce to address all cyber security problems 
(or at least all defensive cyber security problems). 
That path, however, overlooks several secondary 
difficulties and one primary problem. Secondarily, 
the transaction costs of creating a new entity 
are immense: Everything is delayed while a 
newly proposed enterprise seeks authorization, 
budgets, administrative capability, etc. Moreover, 
when created, the new regime begins to become 
segmented, restricted and calcified just like the old 
ones: Existing bureaucracies and congressional 
constituencies assert old lines of authority and 
resist innovation, for example, and the hiring 
process becomes burdened with procedures and 
preferences just as at present. 

Beyond this, the primary argument against 
consolidation is that the challenge is not one 

of building a centralized cyber defense. It is to 
build a variety of defenses within the range of 
public and private environments that depend on 
cyber technology. Central guidance, research and 
development can help this process, but varied 
solutions have to be applied in varied ways by 
existing bureaucracies and the industries to which 
they relate. 

Forgoing radical change (at least for now) does not, 
however, foreclose requirements and opportunities 
for improvement. A pervasive difficulty is that 
the federal work environments and hiring and 
promotion practices are not well-matched to 
recruitment, development and retention of cyber 
skilled talent – especially of what the Defense 
Science Board called “top-tier talent who can be 
certified to perform at the elite or extreme cyber 
conflict levels.”164 In a highly competitive labor 
market,165 the federal civil service impedes free 
flow in and out of the private sector and between 
positions within the federal personnel system; 
cybersecurity opportunities are commonly treated 
as a subset of the information technology field, 
though the two fields need to recruit and reward 
different talents;166 hiring has strong presumptions 
in favor of some experiences (for example, veterans’ 
service) and credentials (for example, college 
graduation); promotion is routinely tied to time in 
grade; pay is not well-calibrated to capability; and 
culture and expectations about working hours, 
attire, benefits and more are quite different from 
those of the commercial cyber marketplace, not to 
mention environments in which hackers work.167 
There is more at stake than psychological benefits: 
Cybersecurity is a field that disproportionately 
depends on on-the-job training;168 professionals 
learn a great deal from one another and benefit 
particularly from environments where they are 
congenially collocated.

NSA combats these difficulties with some special 
hiring authorities,169 the glamour of its mission 
and the quality of some its special equipment 
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and by having created a critical mass of first-rank 
cyber experts. Civilian departments have no such 
strengths. 170 Throughout government171 there 
is a bifurcation of cyber expertise: older cyber-
cognizant (but often not expert) leaders preside 
over young, tech-savvy people with few people in 
between; among the younger generation there is a 
lot of burn-out, little retention and much defection 
to civilian life.172 Attrition among the best and 
brightest detailed to the White House cyber office 
is illustrative: One-third of the “directors” leave 
government immediately after a two-year White 
House tour.173

A federally funded research and development 
center could improve this situation by assembling a 
critical mass of cyber talent (on the order of several 
hundred skilled professionals), establishing flexible 
personnel policies (including flow in and out of 
the private sector)174 and creating an environment 
where training, work patterns and promotion 
were more attractive than within the present 
federal system. (I note that I am and have been 
affiliated with some FFRDCs.175 Readers may want 
to consider these affiliations when evaluating this 
recommendation.) Employees of this FFRDC could 
work for varying terms on assignment throughout 
the federal government and then return to the 
FFRDC or rotate to other agencies as needed and 
as helpful for their professional development. An 
FFRDC could also be a focal point for offering 
training to regular federal employees176 and for 
identifying and engaging private-sector expertise to 
assist the federal government routinely and on an 
emergency basis. These qualities could be enhanced 
by establishing an office in Silicon Valley as well as 
Washington, by managing the FFRDC with a board 
drawing significantly from the private sector and 
by appointing a CEO with strong cyber talents and 
abilities to attract those with cyber skills. 

FFRDCs now contribute valuable help on cyber 
issues.177 The entity proposed here could develop 
from a present FFRDC or from other existing 

enterprises. However, a new and more focused 
enterprise with a visionary, cyber-trained leader 
would be more likely to create a new culture 
and a critical mass of cyber skills. Labeled as a 
“Cyber Corps,” the enterprise could recruit better, 
establish a stronger sense of professional identity178 
and path for professional education,179 and improve 
retention by creating more visible and sustainable 
career paths.180

The proposed FFRDC could also enhance 
the power of the White House cyber office 
by dedicating a tiger team to supporting that 
enterprise. The intelligence, foreign policy, 
domestic policy, budgetary, protective, research 
and development, representational and other 
activities demanded of White House coordinators 
is now managed with hardly even the basics of 
administrative support or technically trained 
research assistants. 

Beyond this, it is constraining to locate the cyber 
office within the National Security Council rather 
than independently in the White House. This 
arrangement impedes the White House cyber 
group’s outreach to society at large,181 biases it 
toward the national security agencies and positions 
its leader at a level insufficient to effectively 
lead Cabinet principles. Making the office an 
independent entity within the White House would 
strengthen it.

Administrative changes will not create dramatic 
improvements, but they will facilitate them. These 
changes should be initiated. 
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V I I .  CO N C LU S I O N

Information technologies are representative of – 
and intertwined with – several new technologies 
in this new millennium. Biotechnology, robotics, 
big-data analysis and additive manufacturing 
are now evident other members of this group. 
These technologies share five characteristics: 
While they can do immense good, they also 
can be commandeered to do much bad; they are 
rapidly proliferating to state and non-state actors; 
weapons derived from this new knowledge, or that 
exploit new dependencies, can achieve large-scale 
effects with small investments; these weapons are 
relatively easily disguised in production and use 
(therefore undermining prevention, detection, 
attribution and deterrence); and these possibilities 
have arisen more quickly (and can be expected to 
continue to evolve more quickly) than national 
security systems have adapted. 

Facing this technological flood, it feels as though 
the United States is working ever faster to plug 
holes in its dikes. Since the odds are against this 
response, it is tempting to try to drain the ocean. 
But the problems posed by these technologies 
cannot be addressed by adopting Luddite positions. 
Pondering a mid-20th century antecedent of this 
class – nuclear weapons – the physicist Freeman 
Dyson observed that once we develop them, along 
with their blessings we are cursed by having them 
forever.182 Nor can the United States deal with 
these challenges simply by associating them with 
a particular adversary. The weapons they provide 
can be used by anyone for any purpose.

The question is not how the United States keeps 
others from accessing these technologies, nor how 
it walls them off, nor how it lives without them. It is 
how the United States copes with them, assuming 
that others master them as well.

The answers are not simple or wholly satisfying. 
The United States will make its peace with the new 

technologies by understanding them and finding 
ways to limit their potentially pernicious and 
especially their potentially disastrous effects. This 
paper has tried to enhance that understanding 
with regard to cyber technology. It points to some 
straightforward priorities that can make the United 
States more secure. Beyond that, it suggests a mode 
of thought about how to live with insecurity.
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been initiated with Russia to establish communications channels designed 
to build mutual confidence on cyber matters. See White House, “Fact Sheet: 
U.S.-Russian Cooperation on Information and Communications Technology 
Security,” whitehouse.gov, June 17, 2013, http://www.whitehouse.gov/
the-press-office/2013/06/17/fact-sheet-us-russian-cooperation-information-
and-communications-technol. Development of confidence-building efforts 
might be encouraged through study by groups such as the JASONS and the 
National Academy of Sciences.

119.  This discussion focuses on peacetime norms. David Gompert and Phillip 
Saunders argue for an agreement “that at no time should networks critical to 
civilian and economic well-being be subject to attacks, except in retaliation.” 
They also discuss considerations for and against cyber constraints in the course 
of military conflict, observing that “[T]he danger of escalation from military 
to general cyber war provides one of the most powerful incentives for mutual 
restraint.” Gompert and Saunders, The Paradox of Power: Sino-American 
Strategic Restraint in an Age of Vulnerability, 143, 145. 

120.  For example, one important intermediate issue will be the use of cyber 
attacks to destructively manipulate data and operations inside the victim’s 
network.

121.  There is active discussion in this area. See, for example, Patrick Lin, 
Fritz Allhoff and Neil C. Rowe, “Computing Ethics: War 2.0: Cyberweapons 
and Ethics,” Communications of the ACM, 55 no. 3 (March 2012), 24, http://
www3.nd.edu/~cpence/eewt/Lin2012.pdf; and John Mallery, “High-impact 
Functional Norms For Cyber Threat Reduction” (presentation at the panel 
on “Cyber Conflict: Models, Deterrence, Norms and Threat Reduction,” at the 
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seventh International Forum of the Partnership of State Authorities, Civil 
Society and the Business Community in Ensuring Information Security and 
Combating Terrorism, Garmisch-Partenkirchen, Munich, Germany, April 24, 
2013). Also see Michael N. Schmitt, ed., Tallinn Manual on the International Law 
Applicable to Cyber Warfare (Cambridge University Press, 2013).

122.  These questions may be amplified by other factors, including 
improvements in anti-satellite weaponry and ballistic missile defenses. 

123.  This negotiation will be complicated by ambiguity and debate about 
whether intrusion for intelligence gathering can be distinguished from 
intrusion for potential sabotage. An agreement may be realizable only by 
forswearing both.

124.  Some would diminish these difficulties, but raise others, by advocating 
the more sweeping approach of defining any state use (or state-sanctioned 
use) of cyber to attack as a “use of force” as prohibited in U.N. Charter Article 
2(4) (“All members shall refrain in their international relations from the threat 
or use of force against the territorial integrity or political independence of any 
state, or in any other manner inconsistent with the purposes of the United 
Nations.”) 

125.  The difficulties of controlling cyber weapons stem not only from their 
proliferation but also from their unpredictability. The complexity and 
interactivity described in Section III make software effects less predictable 
than the explosive effects of nuclear and conventional weapons. Cyber 
deterrence, response and confidence building all need to give unintended 
consequences greater weight in their planning than in equivalent thinking 
about other weapons. This both strengthens the motivation for confidence 
building and makes it more difficult to achieve. 

126.  Jim Miller comments that “If this were only a 3-way agreement, 
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protective agreement, and would likely be concerned more broadly about 
our commitment to their security. On the other hand, if we extend this 
understanding to all countries, we could be tying our hands regarding the 
use of cyber against other actors. One possibility is that we could expand any 
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countries that are in accord with their international obligations under the UN 
charter including the NPT (much as we do for our negative security assurance 
regarding nuclear use). This would put Iran and North Korea in particular 
outside of the agreement.” Correspondence with the author, May 23, 2014. 

127.  Some other examples would include ill-considered but prevalent factors 
in how IT security budgets are determined, resistance and optimal response to 
IT security centralization, the psychological and economic causes that prompt 
excessive retention of insecure legacy systems and police agency priorities 
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University of California, San Diego, and Brandon Wales, director of the DHS 

Homeland Infrastructure Threat and Risk Analysis Center. The center would be 
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131.  States can directly fund or contract with commercial enterprises, finance 
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and Project Honey Pot, projecthoneypot.org, July 8, 2014, http://www.
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www.damballa.com/knowledge/advanced-persistent-threats.php. 

140.  Krekel et al., “Capability of the People’s Republic of China to Conduct 
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§ 5501 “High-Performance Computing Act of 1991,” http://www.gpo.gov/
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It is difficult to drive when you cannot see the 
road. Data about cyber vulnerabilities, attacks 
and consequences are sparse, irregularly 
collected,1 drawn from changing populations, 
inconsistently labeled and aggregated,2 erratically 
shared and published,3 and most commonly 
analyzed by parties with an economic interest 
in conclusions that are drawn.4 International 
data sharing is rudimentary among even close 
allies and distrustful across political and 
cultural barriers. Victims often imperfectly 
comprehend what they have lost – or that they 
have been attacked.5 When aware, any inclination 
companies may have to share their experience 
is inhibited by fear that doing so will give away 
competitive information, hurt their reputations, 
frighten their customers, lower their stock 
price, induce more attacks,6 invite lawsuits and/
or trigger regulatory scrutiny.7 Government 
officials keep much of their knowledge 
confidential or classified lest their sources and 
methods be discerned, international tensions be 
inflamed,8 prosecutions be compromised or they 
inadvertently violate privacy restrictions or legal 
boundaries between what is permissible abroad 
and at home. Most perpetrators have incentives 
to cover their tracks.9 Further confusing things, 
some perpetrators (hackers, for instance) hype 
their capabilities while other actors understate 
their sources and insight.10 

As a result of these difficulties, most cybersecurity 
information is indeterminate, inconsistent, over-
interpreted or all three. A careful evaluation by 
Microsoft researchers concludes: “Our assessment 
of the quality of cyber-crime surveys is harsh: 
they are so compromised and biased that no 
faith whatever can be placed in their findings. 
We are not alone in this judgment. Most research 
teams who have looked at the survey data on 
cyber-crime have reached similarly negative 
conclusions.”11 Buttressing this view, they note 

A P P E N D I X :  A  N OT E  O N  D E F I C I E N C I E S  O F  DATA  A N D  M E T R I C S 

that “Ryan and Jefferson, who perform a meta-
study of fourteen cyber-crime surveys, write 
‘In the information security arena, there is no 
reliable data upon which to base decisions. 
Unfortunately, there is unreliable data that is 
masquerading as reliable data.”12 More recently, 
two leading authorities on vulnerability data 
pithily summarized their view in a subtitle: “Why 
Vulnerability Statistics Suck.”13 Among other 
things, their essay observed: 

As maintainers of two well-known vulnerability 
information repositories, we’re sick of hearing 
about research that is quickly determined to be 
sloppy after it’s been released and gained public 
attention. In almost every case, the research 
casts aside any logical approach to generating 
the statistics. They frequently do not release their 
methodology, and they rarely disclaim the serious 
pitfalls in their conclusions.14

Perhaps the strongest manifestation of disaffection 
with reported data came from Carnegie Mellon 
University’s Software Engineering Institute 
when, in 2008, it ended a decade long practice 
of collecting and publishing vulnerability 
information.15

The absence of a baseline has strong adverse 
consequences for individual, corporate and 
national decisionmaking. Because past16 and 
present reality cannot credibly be ascertained 
and future circumstances cannot be predicted, 
insurance cannot reasonably be offered17 and the 
return on investment for security expenditures 
cannot be well-established.18 Without a 
baseline, government, nongovernmental 
organizations and private-sector assessments 
are unconstrained in reflecting their political, 
ideological and commercial agendas rather than 
logical inferences. Credible, shared metrics19 
for cyber success, failure, protective efforts 
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E N D N OT E S

1.  Two exceptions are data collected by states when cyber breaches reveal 
consumer information (see http://www.ncsl.org/issues-research/telecom/
security-breach-notification-laws.aspx) and Department of Defense 
compilations of breaches of industrial contractors. 

2.  “Abstraction bias is a term that we crafted to explain the process that VDBs 
[vulnerability databases] use to assign identifiers to vulnerabilities. Depending 
on the purpose and stated goal of the VDB, the same 10 vulnerabilities may 
be given a single identifier by one database, and 10 identifiers by a different 
one. This level of abstraction is an absolutely critical factor when analyzing 
the data to generate vulnerability statistics. This is also the most prevalent 
source of problems for analysis, as researchers rarely understand the concept 
of abstraction, why it varies and how to overcome it as an obstacle in 
generating meaningful statistics. Researchers will use whichever abstraction 
is most appropriate or convenient for them; after all, there are many different 
consumers for a researcher advisory, not just VDBs. Abstraction bias is also 
frequently seen in vendors, and occasionally researchers in the way they 
disclose one vulnerability multiple times, as it affects different software that 
bundles additional vendor’s software in it.” Steve Christey and Brian Martin, 
“Buying Into the Bias: Why Vulnerability Statistics Suck,” media.blackhat.com, 
July 11, 2013, https://media.blackhat.com/us-13/US-13-Martin-Buying-Into-
The-Bias-Why-Vulnerability-Statistics-Suck-WP.pdf.

3.  Exceptions of some value are referenced throughout this paper. See, for 
example, Verizon’s annual “Data Breach Investigations Reports” and IBM’s 
“X-Force Trend and Risk Reports.” 

4.  Ross Anderson’s work is a notable exception and accordingly referred to 
at several points in this paper. Noting that rapid changes may be occurring in 
cybercrime, Anderson and his co-authors say: “[W]e believe that our work is a 
principled start to being able to measure the cost of cybercrime. We propose 
to continue updating our estimates, and to produce new versions of this paper 
every few years.” Ross Anderson et al., “Measuring the Cost of Cybercrime” 
(paper presented at the Workshop on the Economics of Information Security, 
Berlin, June 25-26, 2012), 25, http://weis2012.econinfosec.org/papers/
Anderson_WEIS2012.pdf. 

5.  Discussing breaches, methods, motives and attackers, Verizon’s “2013 
Data Breach Investigations Report” comments that “All of the above 
still takes forever and a day to discover, and that discovery is rarely 
made by the victim.” Verizon, “2013 Data Breach Investigations Report” 
(Verizon, 2013), 6, http://www.verizonenterprise.com/resources/reports/
rp_data-breach-investigations-report-2013_en_xg.pdf.

6	.  After distributed-denial-of-service attacks attributed to Iran “knocked 
at least five … banks’ Web sites off-line … PNC bank C.E.O. James Rohr 
stated that ‘we had the longest attack of all the banks’ and warned that 
‘cyber-attacks are a very real, living thing, and if we think we are safe that 
way, we’re just kidding ourselves.’ Shortly afterward, the attacks on PNC 
escalated, causing further problems. Neither Rohr nor any other high-level 
executive of any victim bank has since made any such conspicuous and 
pointed statement. ‘The lesson from Rohr’s statement was, don’t talk,’ 
says one former national-security official.” Michael Joseph Gross, “Silent 
War,” Vanity Fair (July 2013), http://www.vanityfair.com/culture/2013/07/

and vulnerability are only beginning to be 
developed.20 Even a common vocabulary has 
proved elusive.

In the absence of agreed data and metrics, some 
think cybersecurity problems are “hyped”; others 
think that they are woefully understated. Without 
a common framework the field fragments. Silos 
are reinforced by tool-centered thinking:21 
Those invested in a particular problem see 
virtues of that approach in all circumstances. 
As Bill Crowell nicely puts it, “Cybersecurity is 
a thousand points of light, together yielding no 
illumination.”22 
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new-cyberwar-victims-american-business. Kevin Mitnick recounts: “Pacific 
Bell eventually found out about the access we had gained. Yet we were never 
arrested and charged because, I later learned, company management was 
afraid of what would happen if others found out what I had been able to do 
and started trying to duplicate my efforts.” Kevin Mitnick, Ghost in the Wires: 
My Adventures as the World’s Most Wanted Hacker (New York: Little, Brown and 
Company, 2011), 56.

7.  A reporter who has been vigorous in tracking attacks writes: “Most 
companies have preferred not to talk about or even acknowledge violations 
of their computer systems, for fear of panicking shareholders and exposing 
themselves to lawsuits – or for fear of offending the Chinese and jeopardizing 
their share of that country’s exploding markets.” Michael Joseph Gross, “Enter 
the Cyber-dragon,” Vanity Fair (September 2011), http://www.vanityfair.com/
culture/features/2011/09/chinese-hacking-201109.

8.  A recent 45-minute Australian news report features experts and officials 
describing cyberthefts and penetrations said to be Chinese but not attributed 
as such for fear of repercussions and disclosing sources and methods. Andrew 
Fowler and Peter Cronau, “Hacked!,” Four Corners, May 27, 2013, http://www.
abc.net.au/4corners/stories/2013/05/27/3766576.htm. 

9.  “[T]errorist crimes are hyper-salient because the perpetrators go out of 
their way to be as annoying as possible, while most online crooks go out of 
their way to be invisible.” Anderson et al., “Measuring the Cost of Cybercrime,” 
26.

10.  Vanity Fair reports “a surreal new creation of bureaucracy: government-
directed ‘hacktivism,’ in which an intelligence agency secretly provides 
information to a group of private-sector hackers so that truths too sensitive 
for the government to tell will nevertheless come out.” Gross, “Enter the 
Cyber-dragon.” 

11.  Dinei Florencio and Cormac Herley, “Sex, Lies and Cyber-crime Surveys,” 
MSR-TR-2011-75 (Microsoft, June 2011), 6, http://research.microsoft.com/
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