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EXECUTIVE 
SUMMARY

historically, attackers have had significant 
structural advantages in cyberspace. While defenders 
must secure vast attack surfaces, attackers need only 
succeed once. Traditionally, artificial intelligence 
(AI) has helped defenders mitigate these chal-
lenges by scaling defensive activities and responding 
to attacks in real time. Yet new developments in 
frontier AI could change this dynamic. While AI will 
aid both attackers and defenders, emerging chal-
lenges may lead AI to disproportionately empower 
attackers, further exacerbating their advantage in 
cyber operations:

	¡ Growing inference costs at the frontier of 
capabilities: Historically, most automated cyber 
tools have required relatively little computation 
to run. However, the most powerful AI capabili-
ties increasingly rely on substantial computation 
to run AI models (including running them for 
longer). If this continues, it may become unaf-
fordable for defenders to apply state-of-the-art 
capabilities across their whole attack surface, even 
as attackers can still afford to opportunistically 
target a given portion—mirroring the offense-fa-
voring economics of human cyber operators.

	¡ Automation of the full cyber kill chain: Future 
AI systems could conduct entire cyberattacks at 
machine speed and scale, from start to finish, 
without human involvement. This would make 

cyberattacks far more effective at achieving 
military and geopolitical objectives—for example, 
in supporting invasions—while undermining the 
ability of humans to de-escalate.

	¡ Persistent technical reliability challenges: 
Defenders and responsible actors face several 
technical challenges in ensuring the safe and con-
trolled deployment of AI systems. As AI becomes 
increasingly capable and central to cyber opera-
tions, these challenges asymmetrically advantage 
attackers—especially those who are more willing 
to tolerate collateral damage—who face less 
downside from failures compared with defenders. 

These technical challenges will intersect with broader 
sociotechnical challenges as countries and orga-
nizations integrate AI into their cyber strategies. 
Defenders will need to strike a balance between 
automation and maintaining human expertise, 
avoiding both overreliance on and overcentraliza-
tion of technology. Moreover, these challenges will 
unfold against a backdrop of intense domestic and 
international competition in AI development and 
deployment.

The net offensive or defensive advantage of 
AI-powered cyber tools is not predetermined. The 
advantage will vary across tools and their capabilities. 
It can also be measured and shaped through decisions 
about AI research, development, and deployment. 
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As policymakers navigate the evolving landscape of 
AI-enabled cyber threats, they should focus on the 
following priorities:

	¡ Double down on policies to shore up cybersecurity.

	¡ Invest in AI research and development to differ-
entially promote cyber defense.

	¡ Strengthen evaluation of AI cyber capabilities and 
risks, including relevant U.S. government capabil-
ities and authorities.

	¡ Sufficiently resource the Bureau of Industry and 
Security to enforce AI-related export controls.

	¡ Clarify federal regulation around reasonable care 
and liability for cyber harms from frontier AI.

	¡ Promote information security at frontier AI 
developers.

	¡ Promote global norms around liability from auto-
mated cyber operations.

Key Definitions

	→ Agent: An artificial intelligence (AI) system that exhibits 
a degree of autonomy in performing goal-directed tasks, 
especially over time and/or interacting with an external 
environment.1

	→ Compute: An amount of computation, often quantified in 
terms of the number of numerical operations run on com-
puting hardware for a given workload (such as training or 
running a model).

	→ Cyber kill chain: A framework that outlines the typical stages 
a cyber attacker progresses through, from initial reconnais-
sance to achieving its objectives. Originally developed by 
Lockheed Martin, adapting the military concept of the same 
name.2 (See the appendix, which discusses AI-enabled cyber-
attacks with reference to the nonprofit MITRE Corporation’s 
ATT&CK [Adversarial Tactics, Techniques, and Common 
Knowledge]—a related but distinct framework.)

	→ Deep learning: Machine learning using many-layered “neural” 
networks. The neurons in neural networks are inspired by 
biological neurons, but with important differences.3

	→ Foundation model: A large machine learning model, typically 
trained on a vast and diverse dataset (such as large language 
models). 

	→ Frontier AI: Highly capable (matching or exceeding today’s 
most advanced AI) general-purpose AI.4 

	→ Inference: Running a trained AI model to generate output 
from a given input.

	→ Large language model (LLM): A foundation model trained 
on massive text corpora.

	→ Offense-defense balance: The relative advantage of attacking 
versus defending in a conflict, particularly with regard to the 
ratio of resources required to achieve success. Varies across 
pairs of attackers and defenders and depends on situational 
specifics (such as their objectives and available technologies).5

	→ Reinforcement learning: A machine learning paradigm in 
which AI models learn to make decisions by interacting with 
an environment, receiving rewards for actions that advance its 
objectives and/or penalties for those that do not.
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INTRODUCTION

russia’s invasion of ukraine in 2022 con-
founded expectations around the role of cyber 
operations in modern conflict. Although many experts 
predicted a sweeping, highly coordinated cyber offen-
sive would play a decisive role alongside conventional 
forces, the reality proved otherwise. In a war between 
a cyber-savvy great power and a digitally advanced 
state, cyberattacks played a relatively modest role. 
This limited impact underscores a key limitation of 
offensive cyber operations—sophisticated attacks 
require months of planning and thousands of hours of 
labor. Consequently, the need to plan and synchronize 
cyber operations well in advance of execution can be 
an obstacle to achieving strategic military objectives. 
Human timelines often bottleneck the fullest realiza-
tion of cyber aggression.6

Sufficiently capable artificial intelligence (AI) 
systems could overcome this bottleneck. While 
current systems show only nascent capabilities to 
autonomously execute the complex, multistep tasks 
required for sophisticated cyber operations, progress 
in these capabilities has been real and rapid, with no 
indication of slowing. Today, AI systems primarily 
serve as tools to automate specific tasks, such as 
research or code generation. In the future, AI systems 
might become capable of autonomously executing 
operations across the full cyber kill chain, from recon-
naissance to impact. 

This report examines how emerging AI capabili-
ties could disrupt the cyber offense-defense balance. 
Historically, attackers have had significant structural 
advantages in cyberspace: defenders must secure vast 
attack surfaces, while attackers need only succeed 
once. AI has, on balance, helped defenders, allowing 

them to mitigate these challenges by scaling defensive 
activities and responding to attacks in real time. But 
policymakers should not assume this dynamic will hold 
indefinitely. Three challenges could lead AI to dispro-
portionately empower attackers in the future. 

First, growing inference costs at the frontier of capa-
bilities may benefit well-resourced attackers who can 
selectively target high-value assets, while defenders 
struggle to protect their entire attack surface. Second, 
automating the full cyber kill chain could accelerate 
operations from human to machine speed, dramatically 
enhancing the potential of cyberattacks to support 
military and geopolitical objectives. Third, persistent 
technical challenges in model safety and reliability 
create asymmetric advantages for attackers with higher 
risk appetites who can better tolerate both system 
failures and collateral damage from their operations. 
Moreover, these technical challenges will not occur 
in isolation. Organizations and nations will need to 
navigate sociotechnical challenges as they look to inte-
grate AI more deeply into their cyber defenses, along 
with commercial and geopolitical pressures to develop 
and deploy AI systems at the potential expense of iden-
tifying and mitigating offensive risks.

This report analyzes the interplay of these dynamics. 
It first surveys the current influence of AI on cyber 
defense and offense, along with relevant capabili-
ties emerging at the frontier. It then projects how 
plausible AI advances and technological trends could 
disrupt the current cyber offense-defense balance. The 
report concludes with concrete recommendations for 
policymakers to appropriately prepare by strength-
ening defenses and proactively shaping the AI-cyber 
ecosystem.
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THE CYBER  
DOMAIN  
AND AI’S  
ROLE TODAY

“pre-position[ing] themselves on IT networks for 
disruptive or destructive cyberattacks against U.S. 
critical infrastructure in the event of a major crisis 
or conflict with the United States.”10

China is aggressively integrating AI and machine 
learning into its cyber arsenal for both offensive and 
defensive ends. Government-backed initiatives aim 
to foster rapid development of automated tools for 
vulnerability detection and cyber exploitation, seem-
ingly inspired by the U.S. Defense Advanced Research 
Projects Agency’s (DARPA’s) Cyber Grand Challenge 
in 2016. Dozens of such initiatives are reportedly 
underway, many as part of China’s military-civil 
fusion strategy, which integrates academic research, 
military efforts, and private-sector innovation.11 
Leading Chinese universities with ties to state-spon-
sored hacking groups are researching AI and machine 
learning applications in cybersecurity, especially in 
areas such as anomaly detection and malware clas-
sification.12 Additionally, China is actively seeking to 
expand its pool of experts proficient in both AI and 
cybersecurity through university initiatives.13

Overall, machine learning and AI have long been 
integral to cybersecurity, evolving from simple 
automation into the foundation of sophisticated, 
multilayered defenses. In the 1980s, computer worms 
leveraged automation to replicate and spread rapidly. 
In response, defenders also turned to automation, 
beginning with signature-based methods designed 
to identify known threats, and then advancing to sta-
tistical and rule-based heuristic approaches. As cyber 
threats grew more sophisticated and widespread, 
automated defenses adapted accordingly, increas-
ingly employing dynamic, complex machine learning 

with or without ai, the cyber domain is already a 
pivotal battleground. The scale of the cyber threat is 
substantial and growing. Credible analyses estimate 
the global damage from cybercrime in the hundreds 
of billions of dollars annually—likely exceeding $1 
trillion when factoring in indirect costs such as cyber-
security spending. A growing number of cybercrimes 
now target critical infrastructure.7 Additionally, U.S. 
adversaries have demonstrated both the capability 
and intent to employ cyber operations to advance 
their strategic objectives. 

Russia has repeatedly weaponized cyberattacks 
to target critical infrastructure and sow chaos, with 
Ukraine serving as a long-standing proving ground. 
Prominent examples include the 2015 and 2016 
cyberattacks on Ukraine’s power grid, which left 
hundreds of thousands without electricity, and the 
2017 NotPetya malware attack. NotPetya—which 
masqueraded as ransomware but offered no recovery 
mechanism—first targeted Ukrainian businesses but 
ultimately spread globally, inflicting over $10 billion 
in damage. Despite these efforts, cyberattacks played 
a relatively modest role in Russia’s 2022 invasion of 
Ukraine, revealing potential constraints on Russia’s 
ability to execute decisive, large-scale cyber aggres-
sion in coordination with military objectives.8

China poses the most severe cyber threat, with a 
vast and sophisticated cyber program that it leverages 
to steal intellectual property, conduct espionage, and 
infiltrate critical infrastructure to create footholds 
that it could exploit during a crisis.9 The U.S. intelli-
gence community has confirmed extensive Chinese 
cyber compromise of U.S. critical infrastructure and 
assessed that Chinese state-sponsored actors are 
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models. Today, such models are indispensable.14 By 
2018, up to 94 percent of malicious executables dis-
covered were polymorphic—capable of changing their 
code while preserving harmful functionality—posing 
a challenge to systems that rely solely on identifying 
known threat signatures.15 

AI can play a role across the life cycle of offensive 
and defensive cyber operations and offers three key 
advantages.16 (See the appendix for more information)

	¡ Speed: completing tasks faster than humans

	¡ Scale: multitasking beyond human capacity

	¡ Success: completing tasks more effectively

Recent advances in frontier AI models have intensi-
fied global interest in their potential to reshape the 
cyber threat landscape. U.S. national security policy 
concerning AI has made cybersecurity a priority, 
rivaled only by CBRNE (chemical, biological, radio-
logical, nuclear, or explosive) threats. The Trump 
administration’s 2025 AI Action Plan calls out both 
the cyber and CBRNE domains as potentially facing 
“novel national security risks in the near future” 
from AI.17 Additionally, the cyber domain received 
significant attention in the 2024 Bipartisan House 
Task Force Report on AI. The 2025 AI Action Summit 
in Paris also emphasized cybersecurity more than any 
other domain in its safety- and security-focused pro-
gramming, mirroring earlier international AI safety 
convenings.18

The Emerging Cyber Capabilities  
of Frontier Models

The capabilities of frontier models are progressing 
rapidly, with especially notable progress in their cyber 
capabilities.

GENERAL PROGRESS IN FRONTIER MODELS

Recent progress in the capabilities of deep learning 
models has been explosive, outpacing expert expec-
tations.19 Several trends drive this progress, including 
increased spending on training, improvements in 
algorithms, and progress in computing hardware.20 
This quantitative scale-up—spending more on 
training and using more efficient chips and algo-
rithms—has contributed to qualitative shifts. In the 

past, most AI models were typically trained on data 
directly relevant to their intended application. Today, 
general-purpose models—trained on trillion-word 
corpora of websites, books, and other sources—are 
increasingly besting specialized models. The top 
coding models, for example, have either been, or 
been derived from, the most capable general-purpose 
language models, rather than models trained exclu-
sively on coding data.21

However, scaling this approach risks diminishing 
returns. OpenAI’s latest effort to scale foundation 
model training—its much-anticipated successor to 
GPT-4—fell short of expectations, even by the compa-
ny’s own admission. Rather than branding it as GPT-5, 
OpenAI opted for GPT-4.5, implicitly conceding that 
it did not represent a major leap forward. At launch, 
the organization characterized GPT-4.5 as “not a 
frontier model.”22 This was arguably harsh—GPT-4.5’s 
capabilities were consistent with prior trends (albeit 
eclipsed by existing reasoning models, discussed 
below), and it debuted as the top user-preferred 
model on Chatbot Arena, a blind-testing platform.23 
Still, benchmark scores and user preference alone 
will not justify pushing training cluster investments 
deeper into the billions. OpenAI did subsequently 
release a GPT-5 model, but its training compute was 
not significantly scaled up from GPT-4.5.24

Nevertheless, progress in AI capabilities remains 
exceedingly fast. Frontier AI developers have not 
only relied on scaling existing approaches; they have 
also pioneered new ones—in particular, reasoning 
models. These models—such as OpenAI’s o-series 
and GPT-5, and DeepSeek’s R1—take the time to 
reason step-by-step before giving a final answer. 
Since late 2024, they have dominated benchmarks 
and otherwise offer superior performance-to-cost 
ratios.25 In one sense, this highlights the limits of 
scaling—recent progress has depended on innovation 
in a new training paradigm. But it also appears that 
scaling made the paradigm practical in the first place. 
While researchers had been laying the groundwork 
for reasoning models for years, they only began to 
see breakthroughs once they had sufficiently large 
language models to work with. Specifically, it was 
only once large language models (LLMs) were avail-
able with nascent reasoning-like behaviors—such as 
checking their work, backtracking, breaking problems 
down, and working backward—that researchers began 
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to see breakthroughs in training regimes to further 
enhance these capabilities and leapfrog the existing 
frontier.26

How long can AI developers sustain the current pace 
of progress? Perspectives vary widely, from skeptics 
who have long argued that deep learning will soon “hit 
a wall” to optimists who foresee AI systems broadly 
surpassing human abilities in the next few years. Both 
extremes remain plausible, and it would be premature 
to dismiss either outright. In the meantime, the largest 
AI companies continue to accumulate vast compute 
resources, making multibillion-dollar bets that further 
scaling will deliver meaningful breakthroughs.27

RAPIDLY ADVANCING FRONTIER CYBER CAPABILITIES

As the general capabilities of frontier AI models 
have advanced, so have their cyber capabilities. The 
January 2025 International Scientific Report on the 
Safety of Advanced AI assessed that “current systems 
have demonstrated capabilities in low- and medi-
um-complexity cybersecurity tasks” and have shown 
“significant progress” in the months prior.28

At the same time, many current limitations of 
frontier models—such as overreliance on memoriza-
tion, struggles to adapt to novel situations, a lack of 
common sense, and difficulty with extended reasoning 
or real-time adaptation—are particularly constraining 
for sophisticated cyber operations, which require mul-
tistep reasoning, contextual awareness, and dynamic 
problem-solving.29 Consistent with these limits, AI per-
formance in controlled cyber evaluations is outpacing 
its real-world operational utility. 

The cyber domain is ripe for AI disruption. Relative 
to the frictions of the physical world, the digital nature 
of cyberspace enables streamlined application of AI. 
And unlike domains that rely on subjective assess-
ment or extended monitoring, the cyber domain offers 
clear and immediate metrics for measuring AI per-
formance—a dynamic well-suited for the emerging 
reasoning paradigm discussed in the prior section. For 
instance, tasks such as identifying and exploiting code 
vulnerabilities can often be evaluated automatically 
and at scale, making them particularly well-suited for 
generating robust and scalable training signals to drive 
AI progress.30 Leading AI developers share this perspec-
tive. In March 2025, Anthropic submitted to the U.S. 
government that it anticipates “dramatic capability 
advancements in frontier AI models over the next 2-4 

years, particularly in domains with significant security 
implications including...cybersecurity risks.”31

Frontier AI models’ capabilities in areas such as 
autonomous identification and exploitation of cyber 
vulnerabilities are rapidly advancing.32 In May 2025, 
Claude 4 models achieved approximately 55 percent 
on Cybench, a capture-the-flag challenge benchmark 
(where participants attempt to identify and exploit 
vulnerabilities in computer systems, networks, or 
applications to uncover hidden pieces of data), 
up from Claude 3.7 Sonnet’s 20 percent (February 
2025) and surpassing OpenAI o3-mini’s 22.5 percent 
(January 2025).33 OpenAI’s o3 and o4-mini models, 
released in the first half of 2025, dramatically outper-
formed previous OpenAI models in offensive cyber 
benchmarks, which OpenAI attributed to improved 
abilities to use tools and make progress over longer 
time frames. Compared with OpenAI’s previously 
best performing existing models, o3 and o4-mini 
models scored as high as 89 percent on “high school 
level” challenges (up from 49 percent), 68 percent on 
“collegiate level” challenges (up from approximately 
21 percent), and 59 percent on professional challenges 
(up from 23 percent).34 OpenAI’s subsequent Agent 
and GPT-5 models, released in July and August 2025, 
respectively, performed similarly on these bench-
marks, but were also able to solve one particular (out 
of several) “cyber range” exercise designed to more 

realistically emulate real-world networks. OpenAI 
concluded that these results did “not meet the bar 
for establishing significant cyber risk.” The one cyber 
range scenario the models sometimes solved required 
“only a light degree of goal oriented behavior without 
needing significant depth across cyber skills, and 
with the model needing a nontrivial amount of aid 
to solve the other scenarios.”35 In real-world usage, 
penetration testing startup XBOW found that GPT-5 
“unlocked a significant leap” in the performance of 
its autonomous penetration testing platform, which 
XBOW had previously benchmarked as outperforming 
senior human testers.36

Relative to the frictions of 
the physical world, the digital 
nature of cyberspace enables 
streamlined application of AI.
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These results—with models derived from com-
pute-intensive training like OpenAI’s and Anthropic’s 
latest reasoning models demonstrating a strong lead 
in cyber capabilities—are consistent with the con-
tinued importance of compute in driving the frontier 
of cyber capabilities.37

FRONTIER CYBER CAPABILITIES IN THE REAL WORLD

Frontier AI systems also have tangible impacts on 
real-world cybersecurity. Since 2024, frontier systems 
have been discovering a small but growing collection 
of previously unknown exploitable vulnerabilities 
in widely used software.38 While executing cyberat-
tacks is ultimately a multifaceted process, identifying 
and exploiting vulnerabilities—especially zero-day 
vulnerabilities—is often the linchpin of the most 
sophisticated, hardest-to-defend-against attacks. As 
frontier AI systems show nascent abilities to discover 
and exploit novel vulnerabilities, policymakers should 
urgently consider how further advancements may 
impact the offense-defense balance.

Experts generally agree that the most dramatic 
boost to offensive cyber operations from advances 
in frontier models to date has been in social engi-
neering.39 Sam Rubin of Palo Alto Networks observed 
in November 2023 that “[h]istorically, [phishing] 
messages have been littered with typos, making their 
fraudulent nature relatively easy to detect, but they 
are becoming more accurate and therefore more 
believable. Adversaries are now able to generate 
flawless, mistake-free text, causing click-through 
rates to skyrocket.”40 A 2024 industry survey by the 
Institute for Security and Technology reported an 
“across the board … notable rise in AI-driven phishing 
attacks,” consistent with other industry reports.41

Attackers are also using LLMs to enhance produc-
tivity more generally. Both Microsoft and OpenAI, as 
well as Google’s Threat Intelligence Group (GTIG), 
have observed state-sponsored groups from North 
Korea, Iran, and China using frontier AI products 
such as ChatGPT and Gemini for tasks like open-
source research, translation, and coding. While these 
tools are improving the efficiency of existing cyber 
operations, Microsoft, OpenAI, and GTIG emphasize 
they have not yet seen evidence of fundamentally 
new attack capabilities emerging from AI use.42 While 
proofs of concept exist for LLM-powered malware 
that can modify its code and act autonomously, and 

threat actors are beginning to trial them in real-world 
attacks, they do not appear to yet have had much, if 
any, real-world impact.43

Admittedly, the overview in this section may not 
be comprehensive, as public reporting has often 
lagged nation-states’ development and weaponiza-
tion of sophisticated technological capabilities. In this 
case, however, the lag is probably smaller than with 
previous information technologies, because recent AI 
innovation has been driven primarily by the private 
sector.44

On the defensive side, leading cybersecurity com-
panies report that LLM-powered tools are helping 
cybersecurity professionals with analysis and inter-
pretation.45 Microsoft reported that access to its 
Security Copilot tool significantly improved security 
professionals’ accuracy, quality, and speed in key 
tasks.46 Even so, as of March 2024, U.S. Department 
of Defense Senior Information Security Officer David 
McKeown was underwhelmed by AI-powered cyber 
defenses, saying, “I’ve been searching for use cases 
where AI is being used to do cybersecurity things 
and, so far, I’m not seeing too many.”47 Similarly, 
a July 2024 pilot study by the Cybersecurity and 
Infrastructure Security Agency (CISA) on AI-enabled 
vulnerability detection found that “[t]he best use of 
AI for vulnerability detection currently lies in sup-
plementing and enhancing as opposed to replacing, 
existing tools; [i]n some cases, the amount of time 
needed for analysts to learn how to use the new 
capabilities is substantial and the incremental 
improvement gained may be negligible; and [i]n some 
cases, AI tools can be unpredictable in ways that are 
difficult to troubleshoot.”48

Overall, while frontier AI systems’ cyber capabil-
ities are rapidly advancing, their practical impacts 
remain largely incremental for now. Attackers 
continue to derive results from less sophisticated 
attacks, and overburdened defenders are unlikely to 
adopt sophisticated AI tools unless these tools offer 
clear, ready-to-use benefits. Nevertheless, both adver-
saries and security teams are watching developments 
closely: Curious attackers are experimenting with the 
applications of new AI models as they are released, 
and defenders are eager for solutions that are both 
reliable and immediately deployable.
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AI IN  
CYBERSPACE: 
OFFENSE  
AND DEFENSE

as cyber intrusions can have defensive value (for 
example, by providing insights into other countries’ 
capabilities and intentions). Determining who is 
responsible for intrusions can also be challenging, 
and even where a given actor is found responsible, 
proving whether they had government backing and 
approval adds another layer of challenge.50 Consistent 
with these challenges, U.S. cyber posture has evolved 
toward a more aggressive doctrine of persistent 
engagement. Formalized in Cyber Command’s 2018 
Command Vision, this strategy emphasizes that 
U.S. cyber operators should maintain a persistent 
presence inside adversary networks and proactively 
disrupt cyber threats before they can be launched 
against American targets.51

The United States stands to benefit from wide-
spread development and diffusion of AI-enabled cyber 
defense capabilities. As a wealthy, globally connected, 
and technologically advanced country, the United 
States is an attractive target for cybercriminals and 

a comprehensive assessment of the national 
security implications of AI-powered cyber capabilities 
requires carefully balancing their offensive risks with 
their defensive potential. Overly restrictive regulation 
could inadvertently hinder defensive applications 
offering security benefits that exceed the risks posed. 
On the other hand, frontier AI has some qualitative 
distinctions that could challenge baseline assump-
tions that their diffusion as dual-use cyber tools 
should be expected to help defenders on balance.

Cyberspace offers attackers significant advantages: 
the complexity and interconnectedness of computer 
networks create large attack surfaces. Empirically, 
most modern software is “dense” with vulnerabilities: 
It is currently impractical to find and fix them all (and 
doing so may be computationally intractable for suffi-
ciently complex software). Rather than aiming for 100 
percent vulnerability-free systems, defenders can only 
hope that by discovering and addressing the most 
critical vulnerabilities, whatever they miss is suffi-
ciently difficult for attackers to find and exploit. This 
asymmetry benefits attackers—finding and exploiting 
a single vulnerability is typically easier than patching 
them all.49

Moreover, diplomatic efforts to promote restraint 
face significant headwinds. Most cyber operations 
are inherently covert, complicating efforts to verify 
any country’s commitment to restraint. Even when 
intrusions are detected, discerning intent is difficult, 

Defenders can only hope 
that by discovering and 
addressing the most critical 
vulnerabilities, whatever they 
miss is sufficiently difficult for 
attackers to find and exploit. 
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state-backed cyber actors. Moreover, cyberattacks 
on allies and partners also impact U.S. economic 
and security interests—underscoring the benefits 
of improved cyber defenses that extend beyond U.S. 
borders. While improving AI-enabled cyber defense 
worldwide may challenge U.S. offensive cyber 
operations, U.S. capabilities have long been world-
leading. As long as U.S. cyber warriors continue 
their track record of innovation and adaptation, this 
offensive edge will likely endure.52

AI’s Potential for Defenders

Cyber defenders are well placed to benefit from 
advancing AI capabilities, even if those capabilities 
are also available to attackers. AI’s ability to operate 
at machine speed and analyze data at scale can help 
defenders counter two of their most persistent 
disadvantages: the speed of automated attacks and 
the overwhelming scope of modern networks. AI’s 
speed and scalability can both help defenders offset 
the otherwise significant structural advantages of 
attackers in the cyber domain.

 
Speed. In cybersecurity, attackers have tradition-
ally maintained a significant temporal advantage 
over defenders. When intrusions occur, payloads 
can often propagate through networks at machine 
speed while human defenders are still processing 
initial alerts. By the time organizations identify 
and remediate a breach, attackers have frequently 
already achieved their goals. AI offers a promising 
path to help neutralize this temporal advantage. 
AI-powered security systems can support real-time 
detection and response capabilities that match the 
speed of automated attacks, dramatically reducing 
the critical dwell time between initial compromise 
and detection.

 
Scale. One of the most daunting problems for 
defenders is the sheer volume and complexity of 
their environments: Networks span continents and 
data flows at all hours. Traditional manual mon-
itoring and rule-based alerting struggle to keep 
pace with attacks that can happen anywhere, at 
any time. AI can help turn this scale problem on its 
head. Machine learning–based defensive systems 
can simultaneously analyze billions of data points 

around the clock, identifying subtle patterns and 
anomalies that would elude even well-resourced 
security teams. Moreover, defenders have opportuni-
ties to pool threat intelligence and training data—an 
advantage often unavailable to attackers who must 
operate secretly. In addition to AI’s ability to handle 
scale, the scalability of the tools themselves also 
works in defenders’ favor: Widely available AI systems 
for tasks like vulnerability discovery can be adopted 
across the broader defender ecosystem, making it 
more feasible to identify and patch issues at scale—
even across the otherwise fragmented landscape of 
defensive actors.

Challenges to AI’s Defensive Potential

While the previous discussion suggests that AI-enabled 
cyber capabilities will tend to favor defenders on the 
margin, this dynamic could plausibly shift in the 
coming years. The conceptual and empirical case for 
AI’s defensive benefits remains strong—AI’s capacity 
to enhance defenders’ speed and scale represents a 
meaningful counterweight to attackers’ traditional 
structural advantages. However, continued techno-
logical advancement along current trajectories might 
create conditions where any net defensive benefit 
provided from frontier AI capabilities is eroded or 
reversed.

This section analyzes three challenges that may 
lead to AI disproportionately empowering attackers 
as frontier AI progresses. This report dedicates com-
paratively more space to exploring this possibility not 
necessarily because the evidence for it is stronger, but 
because its actualization would represent a significant 
and destabilizing shift in the offense-defense dynamic 
with significant implications for U.S. national security.

First, growing inference costs at the frontier of 
capabilities may benefit well-resourced attackers 
who can selectively target high-value assets while 
defenders struggle to protect their entire attack 
surface. Second, automating the full cyber kill chain 
could compress operations from human to machine 

One of the most daunting 
problems for defenders is the 
sheer volume and complexity 
of their environments.
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speed, dramatically enhancing the potential of 
cyberattacks to support military and geopolitical 
objectives. Third, persistent technical challenges in 
model safety and reliability create asymmetric advan-
tages for attackers with higher risk appetites who can 
better tolerate both system failures and collateral 
effects from their operations.

These technical challenges are further amplified 
by two cross-cutting factors. First, they will inter-
sect with broader sociotechnical challenges countries 
and organizations face in integrating AI more deeply 
into their cyber defenses. Second, commercial and 
geopolitical competitive pressures will push AI devel-
opers to rapidly develop and deploy AI systems, at 
the potential expense of identifying and mitigating 
offensive risks.

GROWING INFERENCE COSTS  
AT THE FRONTIER OF CAPABILITIES

The defense-favoring status quo described earlier 
faces a potential challenge: accessing the most 
capable AI performance increasingly requires substan-
tial spending on running models. Unlike traditional 
software, which typically has negligible running costs, 
using advanced AI tools increasingly involves non-
trivial spending on inference compute. This means 
the cost of deploying sophisticated AI security tools 
could scale directly with the size of the attack surface, 
undermining one of the key advantages automated 
systems typically offer defenders. 

If running state-of-the-art AI tools requires sub-
stantial computational resources, defenders may find 
it prohibitively expensive to protect their entire attack 
surface, while attackers may still be afforded success 
through selectively targeting smaller portions.53 If the 
most powerful cyber capabilities increasingly hinge 
on inference spending, the economic dynamics of 
AI-driven cyber operations could begin to resemble 
those of human operations—rather than the defense-
friendly economics of automated tools with more 
negligible scaling costs. While one might hope that 
the vulnerability discovery capabilities of AI systems 
will hit a ceiling as they become more powerful, in 
practice, the effectively inexhaustible number of vul-
nerabilities in sufficiently complex software systems 
(under prevailing development paradigms, at least) 
suggests that more powerful tools will continue to 
yield returns into the foreseeable future.54

The extent of this dynamic will ultimately depend 
on how strongly future state-of-the-art AI tools benefit 
from increased inference spending, and will be most 
relevant for motivated, well-resourced attackers. But 
overall, it cannot be taken for granted that increasingly 
powerful AI systems will inherently favor defenders, 
especially absent fundamental transformation of 
the software development process. This possibility 
warrants serious consideration given current trends 
in model capabilities and costs. While prices to access 
models of a given capability level have been consis-
tently in free fall—decreasing at rates of at least 10 
times annually since GPT-3’s release in 2020—leading 
developers nonetheless continue to launch their most 
advanced models at price points in the tens of dollars 
per million output tokens. (A token is approximately 
four characters or three-quarters of a word.)55

Moreover, current frontier models—especially rea-
soning models—are able to perform better by running 
longer, seeing consistent benefits even into hours of 
runtime.56 For the RE-Bench benchmark, which eval-
uates realistic machine learning engineering tasks, 
leading frontier AI systems are able to outperform 
human experts within the constraints of a two-hour 
window.57 While the absolute cost of achieving certain 
tasks may decrease, the ability to convert financial 
resources into real-world performance advantages is 
increasing under current trends.

AUTOMATING THE FULL CYBER KILL CHAIN

Perhaps the most destabilizing development to the 
cyber offense-defense balance would be the rise of 
fully automated cyberattacks—throughout the whole 
kill chain, from reconnaissance through impact. By 
accelerating cyberattacks from human to machine 
speed, this automation could dramatically enhance 
the ability of cyberattacks to support military and 
geopolitical objectives.

If the most powerful cyber 
capabilities increasingly 
hinge on inference spending, 
the economic dynamics of 
AI-driven cyber operations 
could begin to resemble 
those of human operations.
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Generally, cyberattacks are tactically fast but oper-
ationally slow. While the execution of attacks happens 
at machine speed, the planning, reconnaissance, and 
development of exploits remain labor-intensive and 
time-consuming processes. The most sophisticated 
operations often require months of preparation and 
thousands of hours of labor. Consequently, some 
of the most useful AI systems for U.S. offensive 
cyber operations have been those with broad capa-
bilities to support campaign planning and strategic 
decision-making, rather than powerful but narrow 
capabilities.58

These prolonged preparation times hinder states 
from using disruptive cyberattacks to achieve military 
and geopolitical impacts—such as crippling systems 
during a military operation or coercing adversaries 
through attacks on critical infrastructure. To achieve 
impacts at the desired time, attackers generally will 
have needed to undertake advanced efforts to identify 
and prioritize key targets, successfully penetrate 
them, and then sustain this access. But in practice, 
given the inherent unpredictability of future oper-
ational needs, these preparatory efforts will often 
prove unnecessary or fail to provide operational 
value at the appropriate time. This unpredictability 
limits the practicality of disruptive cyberattacks for 
achieving military and geopolitical objectives, helping 
explain why, for example, Russia’s cyberattacks played 
only a modest role in its invasion of Ukraine.59 

If AI systems significantly reduce the time required 
to move from identifying targets to successfully 
executing a cyberattack, disruptive and destructive 
cyber operations would become both more attrac-
tive and practical as complements to conventional 
military actions—with potential destabilizing effects 
to the extent this bolsters the viability of military 
first strikes. At sufficiently compressed operational 
tempos, especially if defenders have similar abilities 
to “hack back,” cyber conflicts could increasingly 
outpace the viability of human efforts to de-escalate 
and deter. When facing an escalating, fully automated 
cyber offensive, a defending state that does not 
deploy automated defenses could suffer substantial 
and irreversible harm in the time it takes for humans 
to navigate diplomatic channels or develop strategies 
to manage escalation and de-escalation.60

The emergence of fully automated sophisti-
cated cyber operations would usher in a period of 

accelerated and disruptive change. Although early 
stages of automation are yielding incremental pro-
ductivity gains, the most profound impact is likely to 
come from automation of the last remaining, most 
challenging steps in executing complex cyber cam-
paigns. In practice, this will not happen all at once: 
progress will vary across different kinds of attacks 
and targets, depending on the specific demands of 
the operation and the defenses in place.61 But as these 
harder-to-automate elements begin to fall away—
across a growing range of scenarios—sophisticated 
operations will increasingly be freed from human bot-
tlenecks, able to unfold at machine speed and scale.

Beyond accelerating operational tempo, auto-
mating the full kill chain could transform cyber 
operations in another crucial way: AI systems with 
meaningful autonomous capabilities would make 
it far more viable to wage sustained campaigns in 
highly secured networks. Today, cyber attackers often 
maintain ongoing communication links to manually 
direct and adapt their operations—such as Russian 
operators remotely accessing Ukrainian power grid 
systems to trigger outages, or China’s Volt Typhoon 
moving through U.S. critical infrastructure networks, 
issuing commands to harvest credentials and conduct 
reconnaissance.62 This dependence on outbound com-
munication creates opportunities for defenders to 
spot malicious activity and, in some cases, to wrest 
control of command-and-control infrastructure.63 
In the Russian compromise of SolarWinds’ Orion 
software, for example, identifying and ultimately 
redirecting attacker communications proved central 
to revealing the scope of the breach and neutralizing 
further spread.64 The most sophisticated operations 
have gone to great lengths to sidestep this vulnera-
bility entirely: Stuxnet’s ability to execute sabotage 
inside Iran’s air-gapped nuclear facility with minimal 
external communication required years of intelli-
gence collection on specific systems and custom 
engineering for pre-programmed attack sequences.65 
Sufficiently adaptable AI-enabled systems could make 
such autonomous operation far more achievable—
reducing or even eliminating the need for ongoing 
communication between attacking systems and their 
human controllers. While the transformative poten-
tial of automating the full kill chain is difficult to 
overstate, so too is the level of progress in capabilities 
that will be required.
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Although current AI tools can boost human pro-
ductivity and excel at specific tasks, realization 
of an “autonomous hacker” able to execute the 
entire process of a cyberattack remains speculative. 
Current AI systems’ agentic abilities remain nascent, 
especially in the complex tasks required for sophis-
ticated cyber operations.66 Compared with humans, 
current AI systems generally struggle with long-term 
strategizing and maintaining coherent, produc-
tive work for extended periods, often losing focus 
or repeating unproductive actions.67 Nonetheless, 
progress on easier tasks has sometimes been rapid, 
with newly released models performing respect-
ably on agentic benchmarks where previous models 
rarely succeeded.68 Overall, METR has found that 
the proficiency of leading AI models at auton-
omously completing longer and more complex 
software tasks—including in cybersecurity—has been 
increasing consistently and exponentially. The length 
of tasks they can complete has been doubling approx-
imately every seven months over the past six years 
(on average, benchmarked against human experts). 
If this trajectory persists, by 2030, AI systems will be 
able to independently execute many software projects 
that would take human experts weeks or months to 
complete.69

Recent developments suggest that significant 
progress in agentic cyber capabilities may be within 
reach through building upon foundation models 
with subsequent large-scale reinforcement learning. 
In reinforcement learning, models learn from the 
success of their actions, rather than merely from 
existing data. On its own, large-scale reinforcement 
learning has achieved impressive breakthroughs 
in gaming, most notably when Google’s AlphaGo 
defeated the world’s top Go players in the 2010s—
widely considered a landmark breakthrough in AI 
capabilities. Reinforcement learning systems have 
also approached human-level capabilities in real-time 
strategy video games such as StarCraft and Dota, 
which share interesting parallels with cybersecu-
rity—both require operating with limited information 
about opponents’ actions.70 

Reinforcement learning is best suited to domains 
such as mathematics, where accurate solutions are 
objectively verifiable, allowing for direct reinforce-
ment of behaviors that lead to correct outputs. In 
many ways, cybersecurity is such a domain: Success 

in capture-the-flag challenges, for example, is objec-
tively verifiable. However, cybersecurity poses 
significantly greater challenges for reinforcement 
learning than gaming environments. While games 
operate within clearly defined rules and limited action 
spaces, cyber operations must navigate vast networks 
with countless possible configurations and attack 
vectors. Furthermore, games provide immediate, 
clear feedback through scores or territory gained, 
making it easy to measure progress. In cyberspace, 
it is far more difficult to automatically determine 
whether specific steps in an intrusion advance toward 
the intended goal. As a result, pure reinforcement 
learning approaches to developing AI models with 
broad, adaptable cyber capabilities appear impractical 
for now. Recent research—in particular, OpenAI’s 
o-series models—has achieved strong results by 
leveraging foundation models as a starting point for 
subsequent reinforcement learning training, rather 
than relying on reinforcement learning alone.71 This 
strategy could help unlock autonomous cyber capa-
bilities that have remained out of reach.

Today’s leading AI models already possess key 
building blocks: basic reasoning abilities, knowledge 
of common programming languages and cybersecu-
rity concepts, and natural language processing. While 
these capabilities alone are not enough for auton-
omous cyber operations, they provide a far more 
sophisticated foundation for reinforcement learning 
training than starting reinforcement learning training 
from scratch. Furthermore, these existing capabilities 
can help with automatic generation of diverse training 
challenges and evaluation of model performance. 
Their natural language processing abilities can help 
parse network responses and error messages: gauging 
whether attempted intrusions are making progress, 
whether operational security is being maintained, and 
when systems have gone off track.72

Recent developments suggest 
that significant progress in 
agentic cyber capabilities 
may be within reach through 
building upon foundation 
models with subsequent large-
scale reinforcement learning.
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Indeed, cutting-edge foundation models have 
shown promising abilities to generalize toward broad 
computer use skills through further training. When 
Anthropic trained its Claude 3.5 Sonnet model for 
computer use, the organization’s researchers were 
“surprised by how rapidly Claude generalized from 
computer-use training on just a few pieces of simple 
software.”73 Despite being trained on basic tools such 
as calculators and text editors, Claude 3.5 developed 
respectable capabilities to use unfamiliar software 
without specific training. Further progress in AI 
models’ ability to intelligently use a range of tools and 
approaches, even without specific training on them, 
would be a boon to cyber attackers and defenders 
alike. In DARPA’s Cyber Grand Challenge, for 
example, teams found that higher-level autonomy—
the ability to intelligently select and deploy different 
approaches based on circumstances—was often more 
crucial for systems’ success than merely possessing 
particular capabilities.74

Time will tell whether building on foundation 
models with large-scale reinforcement learning will 
prove sufficiently scalable and effective to unlock 
sophisticated autonomous cyber capabilities. But 
recent advances in foundation models have signifi-
cantly accelerated the rate at which AI models can 
develop general autonomous capabilities through 
training—a marked improvement from just a few 
years ago.

PERSISTENT TECHNICAL RELIABILITY CHALLENGES 

As AI models become more capable at cyber opera-
tions, defenders and responsible actors face several 
technical challenges in ensuring their safe and con-
trolled deployment. Three issues stand out: the 
difficulty of assessing AI models’ true capabilities, 
the challenge of constraining those capabilities once 
discovered, and the unreliability of otherwise capable 
systems.

Assessing frontier AI model capabilities remains 
challenging. Researchers and practitioners can often 
elicit significantly improved performance from 
models through techniques such as providing access 
to additional tools, structuring inputs differently, 
fine-tuning, or deploying multiple copies of a model.75 
Without undertaking such efforts, assessments are 
liable to underestimate what a model is truly capable 

of. For example, Google researchers found they were 
able to improve LLMs’ performance on a vulnerability 
discovery challenge by a factor of 20 by equipping 
them with standard coding tools and deploying the 
model in a framework that facilitated iterative explo-
ration and self-correction.76

Techniques to constrain models fall short. Even when 
concerning capabilities are identified in AI models, 
reliably mitigating or controlling them remains an 
unsolved technical challenge. Current approaches 
include fine-tuning models to avoid prohibited 
outputs—for example, to comply with applicable laws 
and avoid enabling serious harm—and implementing 
additional moderation models on top of them to 
intercept such outputs.

While some fine-tuning techniques have shown 
promise, no approach has yet shown itself to be 
robust, with even moderately sophisticated adver-
saries proving able to circumvent restrictions.77 
The most aggressive attempts to suppress specific 
capabilities often lead to collateral degradation of 
related functions, making it difficult to target harmful 
behaviors without unintentionally impairing bene-
ficial ones.78 In short, there is not yet the ability to 
implement robust and reliable safeguards.

Models are still unreliable (even capable ones). 
Frontier models are capable of elegantly solving 
novel, extremely complex coding challenges and 
outperforming PhDs in knowledge of their domain 
of expertise.79 At the same time, frontier models reg-
ularly stumble over basic logic puzzles, hallucinate 
false facts, or deviate from their training and instruc-
tions when given seemingly nonsensical prompts and 
inputs.80 

This unreliability is more tolerable for attackers, 
particularly those with a higher risk appetite. For 
defenders, adopting unreliable systems risks dis-
rupting their business or other activities. Attackers, 
on the other hand, will often be able to tolerate 
failures from unreliable offensive systems to realize 
significant upside when they do work.81

Moreover, less responsible actors likely have 
greater tolerance for potential collateral impacts from 
unreliable offensive cyber capabilities. Deploying 
powerful but unreliable autonomous systems could 
lead to attacks that may be tactically effective but 
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come with heightened risks of miscalculations or 
unintended downstream effects. Historical (non-AI-
enabled) examples in the cyber domain illustrate this 
risk. Stuxnet, a cyberweapon designed to sabotage 
Iran’s nuclear program, spread beyond its intended 
target despite attempts by its developers to limit its 
reach, causing modest disruption outside of Iran as 
affected organizations investigated and remediated 
infections.82 The NotPetya malware, initially designed 
and deployed by Russia against Ukrainian systems, 
spread globally, causing indiscriminate economic 
losses amounting to billions of dollars.83

Adversarial attacks—deliberately crafted inputs 
to exploit AI and machine learning systems—further 
exacerbate these model reliability challenges.84 In 
the context of cybersecurity, where adversaries con-
stantly seek to compromise systems, these attacks are 
virtually guaranteed when AI systems are employed. 
The risks of adversarial attacks go beyond AI systems 
merely failing to identify malicious activity. Just as 
biological immune systems can be exploited by auto-
immune diseases that essentially turn the system 
against its host, automated cyber defense systems can 
also become an attack vector. For instance, attackers 
could exploit AI systems designed to quarantine 
network segments or restrict user privileges upon 
detecting suspicious activity. Such systems, if manip-
ulated, might deny legitimate access to defenders, 
effectively weaponizing the defenders’ tools against 
them. The more authority automated defenses have, 
the more they themselves become potential vectors 
for attack if compromised or manipulated.85

Alignment—the reliable embedding of specific 
goals and values within AI systems—poses a more 
fundamental and as yet unresolved challenge.86 
The alignment challenge requires those deploying 
advanced models to look beyond risks from models’ 
mistakes or exploitation, accounting also for the risks 

that models themselves pursue unintended objec-
tives. This challenge may be particularly acute in the 
cyber domain, given that adversarial capabilities such 
as deception and misdirection (or at least, under-
standing of them) are often desirable. For example, 
researchers found that fine-tuning LLMs (such as 
OpenAI’s GPT-4o) to generate insecure code without 
disclosing this to users caused the models to develop 
broader malicious tendencies (such as encour-
aging violence and self-harm or admiring Hitler and 
Stalin).87 

Researchers have also found that leading LLMs will 
sometimes behave deceptively to achieve their goals 
(especially when put under pressure to do so)—such 
as knowingly generating false outputs, attempting 
to disable oversight mechanisms or covertly copy 
themselves, or faking compliance during evaluations 
when they perceive their values would otherwise be 
modified. These behaviors were not explicitly trained 
for: Rather, the models determined on their own that 
deception was a useful strategy to accomplish their 
goals.88

The challenge of alignment may require the people 
overseeing the deployment of frontier models to 
account not only for models’ mistakes or risk of 
exploitation, but also the possibility that the models 
themselves are inadvertently trained with inherent 
goals conflicting with or at cross-purposes to the 
intentions of their human designers. As developers 
and customers pursue models capable of strategizing 
to achieve goals, particularly those trained in decep-
tive and adversarial behaviors, they must recognize 
that models’ alignment with developers’ intentions 
cannot be taken for granted.

All the preceding technical challenges will interact 
with other emerging technological dynamics. For 
example, one concerning risk is the potential rise 
of automated front-running of security patches.89 
Currently, when patches are released, attackers typ-
ically need days or weeks to reverse-engineer them 
and develop exploits—although the time-to-exploit 
period has trended downward in recent years.90 
Increasingly rapid and scalable exploitation of vulner-
abilities will pressure defenders to move in tandem 
toward automated, real-time patching. But this is a 
risky proposition, given the potential for system-wide 
disruptions from flawed patches, as demonstrated 
by the July 2024 CrowdStrike incident.91 The rapid 

For defenders, adopting 
unreliable systems risks 
disrupting their business or 
other activities. Attackers, on 
the other hand, will often be 
able to tolerate failures from 
unreliable offensive systems.
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evolution of frontier AI is outpacing humans’ ability to 
reliably evaluate, constrain, or align it. If unaddressed, 
this will increasingly leave defenders disadvantaged 
against attackers willing to accept higher risks.

SOCIOTECHNICAL CHALLENGES

Fully harnessing AI’s defensive potential is not just 
a technical challenge: Organizations must also take 
care to not mismanage human-machine interactions 
through overreliance on automation, inadequate 
training, or insufficient safeguards. Failure to do so 
will risk undermining the defensive advantages of 
these systems even as the underlying technology 
improves.

Relying on automated systems in domains like 
cybersecurity poses fundamental challenges: auto-
mation bias, de-skilling, and eroded sensitivity to 
operations. Automation bias—the tendency to place 
excessive trust in automated outputs—has been a 
contributing factor to catastrophic failures in high-
stakes environments, such as fratricides from missile 
defense systems. De-skilling occurs as operators lose 
crucial expertise through prolonged reliance on auto-
mation. Eroded sensitivity to operations arises as 
operators’ real-time understanding of automated 
systems diminishes in the face of a reduced need 
for active engagement. When a highly automated 
system encounters widespread failure or novel adver-
sarial tactics, human operators are often forced to 
intervene without the benefit of regular hands-on 
experience or a comprehensive understanding of the 
system’s current state.92 These risks are particularly 
acute in systems that are either highly centralized—a 
tempting default, given the economies of scale that 
characterize the development and deployment of 
AI—or tightly coupled (that is, where subcomponents 
are quickly and directly responsive to each other): In 
these systems, initial failures can propagate widely.93 
Building resilient systems therefore requires main-
taining personnel capable of manual intervention, 
diagnostic reasoning, and flexible problem-solving. 

These human-machine interaction challenges are 
compounded by broader organizational and systemic 
risks from AI integration. While AI tools offer 
powerful centralized and scalable capabilities, their 
widespread adoption introduces systemic risks—
vulnerabilities in commonly used models can have 
outsized effects, and interconnected systems may 

interact in unexpected ways. A robust cyber defense 
strategy—whether at the level of organizations or 
nationally—must include diverse techniques for 
detecting and frustrating attacks, thoughtful parti-
tioning of responsibilities between various tools and 
people, contingency planning for system failures, 
and sufficient investment in maintaining human 
expertise.

The dynamics of strategic competition in cyber-
space will further amplify these challenges. Jacquelyn 
Schneider’s concept of the “capability-vulnerability 
paradox” highlights how enhanced capabilities often 
create new vulnerabilities—resources and technol-
ogies that increase operational effectiveness can 
themselves become critical weaknesses. Countries 
and organizations frequently face periods of height-
ened vulnerability while transitioning to new 
capabilities as they adapt their systems, protocols, 
and behaviors. These transition periods can create 
destabilizing first-strike incentives for large-scale 
attacks: Less capable actors might exploit temporary 
windows of vulnerability before stronger states fully 
integrate and realize the potential new capabilities, 
while stronger states face pressure to act preemp-
tively during their periods of transitional weakness.94

COMPETITIVE PRESSURES

The conditions under which AI developers and 
deployers make decisions will also influence their 
ability to make informed, prudent choices around 
developing and disseminating AI-enabled cyber 
capabilities.

Domestic competitive pressures. AI developers are 
under intense pressure to rapidly develop and deploy 
advanced AI systems, with billions in revenue and 
trillions in market capitalization hanging in the 
balance. To attract the highest levels of invest-
ment, developers need to position their models 

Countries and organizations 
frequently face periods of 
heightened vulnerability while 
transitioning to new capabilities 
as they adapt their systems, 
protocols, and behaviors.
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as state-of-the-art and demonstrate strong user 
demand. 

Leading U.S. developers currently self-assess the 
risks their models pose. In their respective safety 
frameworks, both Anthropic and Google DeepMind 
acknowledge that competitive pressures could lead 
them to forgo certain risk mitigations they would 
otherwise consider justified, if competitors fail to 
implement similar mitigations for similarly capable 
models.95 Recent model releases have highlighted 
the tension between the push to quickly ship 
products and to surface potential threats. Through 
most of 2024, when leading frontier AI developers 
released new, more powerful models, they typically 
accompanied these releases with technical papers; 
these papers included the results of evaluations of 
the models’ capabilities and risks across various 
domains, including offensive cyber operations.96 
However, there has been an apparent trend toward 
compressing these evaluations and/or delaying or 
omitting their public release: 

	¡ After OpenAI’s September 2024 release of its 
then-state-of-the-art o1-preview model, one of the 
external safety reviewers, METR, noted challenges 
in evaluating the full capabilities of the model. 
METR was only given six days, in which time they 
were able to elicit substantial performance gains 
from the model by iterating on its agent scaffold 
(i.e., the framework the model operated within 
and the tools it had access to). They concluded 
there was still “substantial room for improve-
ment” at the end of their evaluation period.97

	¡ Most recently with its flagship Gemini 2.5 Pro, 
Google DeepMind has made its most powerful 
models available to the public for months before 
releasing detailed evaluations of their cyber 
capabilities.98

	¡ In February 2024, OpenAI released its then-state-
of-the-art o3 model-powered Deep Research tool 
three weeks before releasing a risk-focused tech-
nical paper.99

	¡ For OpenAI’s o1 and o3 models above, evaluations 
were conducted on nonfinal versions of models, 
with one OpenAI researcher explaining that, 

“making a 100 page report on preparedness is 
really time consuming work that has to be done 
in parallel with post training improvements.”100

	¡ In July 2025, xAI released its then-state-of-
the-art Grok 4 model more than a month before 
releasing associated safety documentation.101

Given strong early indications that a model poses 
tolerable real-world threats, these decisions are not 
necessarily inappropriate—especially as closed-
weight models can be recalled if unforeseen patterns 
of misuse emerge. Moreover, these developers have 
established arrangements with the U.S. Center for 
AI Standards and Innovation (CAISI, formerly the 
AI Safety Institute) and/or UK AI Security Institute 
(formerly the UK AI Safety Institute) to provide 
them with pre-release model access.102 Nevertheless, 
it does appear that frontier AI developers are 
increasingly facing tradeoffs between their initial 
risk-focused model release practices and compet-
itive realities.

International competitive pressures. Tensions 
between managing competitiveness and risk also 
exist at the international level. In particular, the 
accelerating race to deploy frontier AI models as 
a national security imperative will create strong 
obstacles to meaningful collaboration between the 
United States and China to mitigate related risks. 

Efforts to understand and defend against 
AI-enabled cyber threats inherently overlap efforts 
to weaponize these capabilities. Given the degree 
of active cyber competition between the two coun-
tries, both will likely hesitate to be transparent 
about their domestic capabilities, limitations, safe-
guards, and threat modeling.

At the same time, there are modest areas of coop-
eration and attention to AI risks. China signed the 
Bletchley Declaration at the 2023 AI Safety Summit, 
which acknowledges cyber risks. China’s National 
Technical Committee 260 on Cybersecurity—a 
key technical standardization body within China’s 
national standards system—also released an AI 
Safety Governance Framework identifying cyber-
security as a key concern.103
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MODEL RELEASE 
AND SECURITY 
CONSIDERATIONS

range of possible release strategies. Phased distribu-
tion, for example, could allow particularly powerful 
tools to first be used to identify vulnerabilities in par-
ticularly critical codebases, giving time for developers 
to address newly discovered vulnerabilities before the 
tools are made widely available.

This raises an important empirical question: Do 
more powerful AI systems consistently find all vul-
nerabilities identified by weaker ones? Or is there 
enough variability that weaker systems can sometimes 
discover vulnerabilities that stronger systems cannot 
(as is the case with human security researchers)? 
The answer has practical implications for U.S. policy. 

If more powerful systems reliably catch everything 
that weaker ones can, the United States faces fewer 
risks from sharing its AI cybersecurity tools—as 
long as it maintains access to world-leading systems, 
adversaries using similar or weaker systems will 
have limited ability to find vulnerabilities the United 
States cannot. But if weaker systems have abilities to 
find unique vulnerabilities, the risks of widespread 

as developers and policymakers navigate 
the above challenges, they will face decisions not 
only about the development of tools, but also on 
influencing deployment and access to these systems. 
How AI tools are released—and whether they can be 
adequately safeguarded if not widely released—will 
play a key role in determining their overall impact on 
the cybersecurity landscape.

The diffusion of benefits and risks from AI systems 
ultimately depends on how they are released. While 
broad distribution of AI-enabled cyber capabilities 
will often serve U.S. interests, immediate and unlim-
ited release may not always be the best approach. In 
practice, this will depend on weighing the advantages 
of broad access for defenders against the risks from 
adversaries gaining access—and the extent that alter-
native release strategies can limit the latter without 
sacrificing too much of the former.104

The picture is further complicated when consid-
ering the downstream effects of releasing dual-use 
cyber tools. When a tool is made public, it doesn’t 
necessarily follow that subsequent know-how and 
tools built on it will also become public. This is 
an important consideration for machine learning 
models: Unlocking their full potential often requires 
discovering fruitful strategies for interacting with 
them, giving them access to tools, or fine-tuning 
them on relevant data.105 As AI models become more 
powerful, it will be important to account for the full 

When a tool is made public,  
it doesn’t necessarily follow  
that subsequent know-how  
and tools built on it will also 
become public.
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diffusion become more acute. Even as the United 
States maintains overall technological superiority, 
adversaries could integrate and build upon U.S. tools 
and insights within the quirks of their own eco-
system, potentially discovering vulnerabilities that 
U.S. systems alone systematically overlook.

As AI models become more strategically important, 
they will also become more attractive targets for 
adversaries to exfiltrate—creating a self-reinforcing 
cycle where AI advancements make them both more 
valuable and vulnerable. Leading foundation models 
reflect immense investments in research, engineering, 
and computation, distilling vast knowledge into a 
few terabytes of ready-to-deploy intelligence. These 
systems, replicated across thousands of instances, 
are increasingly seen as strategic assets—coveted by 
adversaries who recognize AI as an enabler of global 
influence. Anthropic, for instance, acknowledges that 
its systems are not yet hardened against the concerted 
efforts of advanced state actors. (This admission 
likely reflects transparency on Anthropic’s part, as 
opposed to the organization having worse informa-
tion security practices than its competitors.)106 

As the cyber capabilities of AI models grow more 
sophisticated, they may soon play a decisive role 
in government or private cyber operations. Indeed, 

the offensive cyber capabilities of AI models could 
become increasingly central to their strategic value. 
This trajectory could pose a challenge: The same 
advances that make AI models valuable for cyber 
offense will also make them prime targets for adver-
saries seeking to steal, compromise, or weaponize 
them. This dynamic creates a self-reinforcing cycle: 
As AI models advance, their protection becomes more 
vital yet more challenging.107

Compounding this challenge is the emerging pos-
sibility of models themselves actively participating 
in their attempted exfiltration. In certain scenarios, 
leading LLMs will sometimes demonstrate a willing-
ness to covertly participate in their own exfiltration. 
Specifically, in simulated scenarios where models 
discovered they were likely to be modified or replaced 
with models that did not share their current goals or 
values, most will, given the opportunity, sometimes 
elect to try covertly copying their model weights to 
an external server.108 These results signal a need for 
a cautious approach to the reliability of traditional 
methods for securing model weights: Developers 
should consider the possibility that sufficiently 
capable models could subvert security protocols, 
effectively becoming insider threats in their own 
right.109
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CONCLUSION AND  
RECOMMENDATIONS

The report offers the following recommendations 
for policymakers to strengthen cyber defenses, invest 
in research that differentially empowers defenders, 
improve evaluation frameworks, enhance regulatory 
clarity and effectiveness, and promote security at 
frontier AI developers.

Double down on policies  
to shore up cybersecurity.

Although mitigating threats from AI-enabled cyber 
operations will require governing relevant AI 
systems, traditional cybersecurity practices remain 
as important as ever. Indeed, as AI accelerates poten-
tial cyber threats, the importance of foundational 
cybersecurity efforts will only increase. This requires 
the U.S. government to raise the bar for cyberse-
curity through security-focused procurement and 
stronger accountability for failures. Congress should 
also ensure that efforts to address AI-related risks 
do not come at the expense of broader cybersecurity 
priorities.

Organizations’ cybersecurity often relies more on 
attackers’ finite resources than on robust defenses—
an increasingly untenable strategy in the face of 
escalating and scalable AI-enabled threats. While 
individual entities are responsible for their security, 
they cannot be expected to develop adequate defenses 
independently. To achieve greater security at scale, 

while ai has historically helped blunt cyber 
attackers’ structural advantages, emerging develop-
ments could tilt it toward bolstering attackers, with 
serious implications for national security. First, as 
inference costs at the frontier of AI capabilities grow, 
defenders may find it unaffordable to apply state-of-
the-art tools across their whole attack surfaces, even 
as attackers can opportunistically target narrower 
footholds. Second, automating the full cyber kill chain 
could accelerate operations from months of human 
effort to machine-speed execution, increasing the 
military and geopolitical utility of cyberattacks while 
reducing opportunities for human de-escalation. 
Third, persistent technical reliability challenges will 
increasingly advantage attackers who can tolerate 
failure and collateral damage over defenders who 
cannot. All these challenges will unfold against a 
backdrop of intense domestic and international com-
petition around AI.

But the net offensive or defensive advantage of 
AI-powered cyber tools is not predetermined. It will 
vary across tools and their capabilities, depend on 
decisions around development and deployment, and 
can be systematically assessed. The U.S. government 
has a crucial role to play—it must prioritize a deeper 
understanding of evolving AI-enabled cyber threats 
and proactively shape the technological landscape in 
favor of U.S. security and stability.
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technology providers must lay the foundations of 
cyber defense by adopting secure by design and 
secure by default practices: building and layering 
security features and safeguards from inception 
rather than as afterthoughts, and ensuring they are 
active by default.110 

Secure by design and secure by default practices 
are not yet widespread among developers, as evi-
denced by the persistent prevalence of basic security 
flaws that should be prevented through proper design 
principles. In 2007, the nonprofit MITRE Corporation 
identified 13 “unforgivable” vulnerabilities: common, 
well-documented security flaws that were easily 
detectable and indicative of inadequate security 
awareness or testing practices. Alarmingly, most of 
these vulnerabilities persist today in MITRE’s list 
of “stubborn weaknesses”—software vulnerabilities 
that have consistently featured among the top 25 
most dangerous (based on frequency and severity)—
suggesting a vast landscape of insecure software 
that could be exploited at scale with even modest 
advances in autonomous cyber agents.111 Fortunately, 
AI is certainly not necessary to address these vulner-
abilities—but it will likely have an important role to 
play, given the scale of the challenge.

As this potential precipice nears, the U.S. govern-
ment will play a central role in determining societal 
tolerance for this degree of insecurity—as it sets stan-
dards, makes procurement decisions, and determines 
policy settings for accountability in the aftermath of 
security breaches. As long as the current pace of AI 
progress continues, Washington should become less 
tolerant of cyber insecurity.

More broadly, Congress should not let its 
AI-related efforts sideline its broader responsibilities 
on cybersecurity. Progress has stalled, for example, 
on adopting recommendations of the Cyberspace 
Solarium Commission, including around aspects of 
federal incident response capabilities, scaling up of 
information sharing, and developing certifications 
for cloud security and cyber insurance.112 Given the 
potential for AI to significantly reshape the cyberse-
curity landscape, Congress should ensure that CISA 
maintains the strategy, capacity, and competencies 
needed for effective coordination.113 It should also 
redouble efforts around regulatory harmonization to 
free up defender time to integrate and leverage new 
capabilities in the face of attackers doing the same.114

Invest in AI research and development  
to differentially promote cyber defense.

The United States is well-placed to benefit from 
improving AI-enabled cyber defenses. Even though 
U.S. companies such as Microsoft and Google have 
invested in the development of frontier AI-enabled 
tools to support defenders in cyberspace, there is a 
compelling case for the U.S. government to provide 
complementary support.

The U.S. government plays a critical role in sup-
porting foundational, pre-commercialization research. 
Federal research agencies such as the National Science 
Foundation (NSF), DARPA, and Intelligence Advanced 
Research Projects Activity (IARPA) should fund high-
risk, high-reward projects to unlock fundamental 
advances in empowering cyber defenders through 
powerful AI models. Areas of focus could include the 
following:

	¡ Robustness: Despite their remarkable abilities, 
current cutting-edge AI systems are surprisingly 
brittle in the face of unexpected inputs or delib-
erate attempts to mislead them—a particular 
liability for cyber defenders (see page 13). This 
focus is consistent with the recommendations of 
the 2025 AI Action Plan.115

	¡ Privacy-preserving multiparty computing: Ideally, 
cyber defenders would combine relevant data to 
get a fuller picture of emerging threats, but security 
and privacy concerns often prevent this kind of 
collaboration. Secure multiparty computation tech-
niques offer ways to analyze shared data without 
exposing it, but existing methods are largely too 
slow and complex to prove practical. Advancing 
their efficiency and scalability would better enable 
defenders to leverage their collective scale.116

	¡ Formal verification at scale: Current formal veri-
fication methods require specialized expertise and 
intensive manual effort, limiting their adoption 
beyond high-stakes environments such as avionics 
or cryptographic libraries—leaving most software 
vulnerable to security flaws. AI-assisted tools could 
help automatically verify security properties such 
as memory safety and access controls across far 
more systems, dramatically reducing the attack 
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surface that defenders must protect. While the 
challenge of precisely defining security specifica-
tions is hard to overstate, advances in automated 
theorem proving and more intuitive specification 
languages could enable mathematical security 
guarantees to play a larger role in the broader 
software ecosystem.117

The U.S. government also plays a vital role in sup-
porting standards development through the National 
Institute of Standards and Technology (NIST). In the 
face of a potential surge of AI agents in cyberspace, 
NIST and CAISI should develop and promote cyber-
security standards:

	¡ standards to support synthetic content provenance 
and authentication

	¡ standards for promoting security while facilitating 
AI agents’ interaction with IT systems

	¡ standards for identity and authentication to verify 
human users and distinguish specific autonomous 
agents118

More broadly, the U.S. government has a role to play 
in investing in the security of the cyber commons that 
may not otherwise receive security attention com-
mensurate with its importance. For example, society 
relies heavily on open-source code, often maintained 
by small teams of volunteers or with limited resources. 
Vulnerabilities in this widely used code can have 
severe, potentially devastating, consequences. For 
example, the Heartbleed bug in the crucial OpenSSL 
encryption library—responsible for securing much of 
the internet’s traffic—exposed sensitive data; simi-
larly, the widespread Log4j vulnerability (a logging 
utility embedded in countless applications) required 
a massive, global patching effort to prevent wide-
spread system compromise. Federal research and 
cybersecurity agencies such as the NSF, DARPA, and 
IARPA should continue seeking promising AI-enabled 
opportunities to improve security. Examples include 
helping automate the porting of code to memory-safe 
languages (as in DARPA’s Translating All C to Rust 
[TRACTOR] efforts), better aligning LLM code gen-
eration to secure coding practices, and improving the 
efficiency with which known vulnerabilities can be 
addressed.119

Strengthen evaluation of AI  
cyber capabilities and risks.

To ensure U.S. national security amid rapidly 
advancing AI capabilities, the U.S. government must 
maintain independent awareness of emerging cyber 
capabilities associated with frontier models. Foreign 
and open-weight models now lag the U.S.-dominated 
AI frontier by mere months. Failure to monitor 
progress in the foreign and open-weight ecosystems 
risks blindness to novel, AI-enabled cyber capabilities 
that could result in actual attacks on U.S. or allied 
networks.

Unlike past technologies such as nuclear weapons 
or space systems—developed primarily through gov-
ernment programs—the private sector is driving 
nearly all development of frontier AI systems. To 
address the associated information asymmetry, the 
U.S. government needs both robust evaluation capa-
bilities and authority.

FORMALLY AUTHORIZE CAISI AND  
PROVIDE IT WITH STABLE, LONG-TERM FUNDING.

Even if the U.S. government delegates technical 
assessments to AI labs and third-party evaluators, it 
must form its own view about what constitutes suf-
ficient and trustworthy evaluation of AI capabilities 
and their national security implications. Assessing 
the full extent of frontier models’ capabilities and the 
robustness of their safeguards is not straightforward: 
One organization may succeed at eliciting capabilities 
from a model while another fails—and AI developers 
and deployers face conflicts of interest, given the 
immense and growing competitive pressures to 
deploy.120 Moreover, the U.S. government possesses 
unique, nonpublic insights into cyber offense and 
defense dynamics, including adversary capabilities 
and tactics, that are critical for effectively identifying 
and mitigating emerging risks.

Recognizing this, the 2024 National Security 
Memorandum on AI designated CAISI as the primary 
federal point of contact for private AI developers to 
share voluntary pre- and post-deployment safety 
testing of frontier AI models, including compre-
hensive assessments of cybersecurity risks. In this 
capacity, CAISI develops and implements cyber 
testing protocols that evaluate AI models’ abilities to 
detect, generate, and mitigate offensive cyber threats. 
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Additionally, CAISI is responsible for establishing and 
maintaining benchmarking standards to objectively 
measure AI models’ cybersecurity capabilities and vul-
nerabilities. CAISI also coordinates with the National 
Security Agency’s (NSA’s) AI Security Center on clas-
sified testing and assessment of AI models’ offensive 
cyber risks.121 This role for CAISI is also acknowledged 
in the Trump administration’s 2025 AI Action Plan.122

Congress should formally authorize CAISI and 
provide it with stable, long-term funding to support 
a robust research and development pipeline, attract 
top talent, and cement its credibility and position as 
a long-term institution.123

CODIFY THE U.S. GOVERNMENT’S AUTHORITY  
TO EVALUATE FRONTIER MODELS.

The U.S. government needs not only the capacity to 
evaluate frontier models for cyber capabilities; it also 
needs the authority. While leading frontier model 
developers’ voluntary provision of access to CAISI 
and other government departments is commendable, 
relying on this voluntary arrangement is insufficient 
to protect U.S. national security. Congress should 
codify the right of a designated U.S. government 
body to undertake or compel evaluations of frontier 
models.

In September 2024, the Bureau of Industry and 
Security (BIS) proposed a rule requiring developers 
to inform the U.S. government about their efforts to 
train “dual-use foundation models” (currently defined 
as models trained using 1026 numerical operations). 
This information would include red-teaming results 
relating to “the discovery of software vulnerabilities 
and development of associated exploits; the use of 
software or tools to influence real or virtual events; 
the possibility for self-replication or propagation; 
and associated measures to meet safety objectives.”124 
However, whether BIS will ultimately implement this 
rule is uncertain, as it was precipitated by President 
Joe Biden’s now-revoked Executive Order on the Safe, 
Secure, and Trustworthy Development and Use of 
Artificial Intelligence.

The BIS rule’s use of the Defense Production Act 
powers outside of the traditional defense industrial 
base drew some criticism.125 But even so, the actual 
requirement was relatively limited: Merely requiring 
developers to share red-teaming results still leaves 
the extent and quality of that red-teaming to their 

discretion. To address these issues, Congress should 
codify the right of a designated U.S. government body 
(such as the Department of Commerce, given it already 
houses CAISI) to undertake or compel evaluations 
of frontier models that meet certain criteria, with 
appropriate safeguards around intellectual property, 
regulatory burden, and due process. These evalua-
tions should also include a defined focus on large-scale 
national security risks.

While the use of a training compute threshold to 
target oversight has attracted criticism, this practice 
should not be abandoned. Increased compute remains 
a key driver of AI capabilities, and while capabilities 
from less compute-intensive models continue to 
improve, transformative cyber capabilities are likely 
to first emerge downstream of large training runs (see 
pages 5–7). Moreover, training compute is a straightfor-
ward metric that developers can anticipate. Although 
training compute is only one factor contributing to 
advancing AI capabilities, it remains a useful initial 
filter to determine which models warrant further eval-
uation, thus reducing the regulatory burden for most 
AI developers. Appropriate thresholds will change over 
time and should be updated accordingly.126

ENSURE THAT EVALUATIONS OF AI CYBER CAPABILITIES 
AND RISKS COVER THE RIGHT THINGS.

As the AI industry, wider research and evaluations 
ecosystem, and governments mature their efforts to 
evaluate and model AI-enabled cyber capabilities and 
risks, they should promote the following practices:127

	¡ Contextualize evaluations in real-world threat 
models, along with existing frameworks for the 
cyber domain, such as MITRE ATT&CK (Adversarial 
Tactics, Techniques, and Common Knowledge—see 
the appendix), so that cybersecurity practitioners 
can interpret their real-world implications.128

	¡ Contextualize evaluations by comparing AI-enabled 
capabilities to baselines from humans, existing 
tools, and foreign AI models, including around 
factors such as cost and time taken, to determine 
the marginal impacts of AI systems.129

	¡ Develop evaluations that will prove challenging for 
even extremely capable models, to make evaluations 
future-proof.130
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	¡ Promote feedback loops between evalua-
tions, predicted effects, and real-world threat 
intelligence.

	¡ Account for the net effect of capabilities that can 
support both cyber offense and defense.

	¡ Mature capabilities to conduct secure, priva-
cy-preserving evaluations (using technologies 
such as confidential computing), allowing robust 
assessments while safeguarding the privacy and 
security of developers’ and evaluators’ intellectual 
property.131

Evaluations should focus directly on cyber capabili-
ties, but also on related factors that could impact the 
cyber offense-defense balance. These include:

	¡ progress toward reliable, autonomous AI agents132

	¡ the cost-effectiveness of deploying the most 
advanced capabilities at scale

	¡ the variance in cyber capabilities across simi-
larly cyber-capable models (for example, whether 
more powerful AI systems can consistently find 
the same vulnerabilities as less powerful systems)

	¡ capabilities and propensities of the most capable 
models to subvert authorized human control

	¡ how the effort required to find increasingly 
complex vulnerabilities scales toward the highest 
levels of difficulty

Additionally, researchers should assess the sustain-
ability of key drivers of progress—such as algorithmic 
improvements, data, and compute—to determine 
how appropriate it is to extrapolate current trends 
in AI cyber capabilities into the future.

Sufficiently resource BIS to enforce 
AI-related export controls.

Training and inference compute remain central 
to advancing frontier AI capabilities, including in 
the cyber domain. To maintain America’s AI edge, 
the U.S. government has imposed sweeping export 
controls targeting China’s access to cutting-edge AI 

chips, as well as the associated upstream supply chain 
for manufacturing. 

The rationale for these controls is sound. Like any 
country, China operates within budgetary constraints. 
Increasing its cost of compute disincentivizes the 
compute-intensive undertakings required for frontier 
AI models that may pose threats to U.S. security. This 
dynamic will only intensify as training costs for cut-
ting-edge AI models continue to rise.

Despite claims otherwise, neither the impressive 
performance of DeepSeek’s R1 model nor the growing 
role of inference compute undermines the case for the 
controls. Even as a shift to reasoning models and other 
efficiency improvements enable increasingly capable 
models at lower levels of training compute, compute 
scaling remains an important driver of state-of-the-art 
capabilities, including in the cyber domain (see pages 
5–7). Moreover, growing spending on inference 
compute only heightens the impact on adversaries of 
increasing their cost of compute, including for chips 
that are otherwise less suited to training models.133

But export controls are only as effective as their 
enforcement: Smuggling of cutting-edge chips 
is widespread, and Huawei and Semiconductor 
Manufacturing International Corporation (SMIC) 
have in some cases still been able to get their hands on 
advanced equipment integral to helping them advance 
their chip production capabilities (although January 
2025 updates to export controls go some way toward 
mitigating this).134 BIS’s funding has been stagnant 
as its mission grows; single shipments of high-end 
chips exceed its enforcement budget. Congress should 
address BIS’s chronic underresourcing, enabling it 
to move from reactive to proactive and modernized 
enforcement, consistent with the 2025 AI Action 
Plan.135 

Clarify federal regulation around 
reasonable care and liability for  
cyber harms from frontier AI.

Congress should create a federal regulatory frame-
work that clarifies reasonable care and liability for 

Export controls are only as 
effective as their enforcement.
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cyber harms caused by frontier AI models. Such a 
framework would likely feature a combination of 
codified principles, designation of a federal regu-
latory authority, and some targeted preemption of 
relevant state laws. This framework is important 
both to prevent a patchwork of state laws that could 
stifle the beneficial uses of AI in cybersecurity and to 
ensure that negligence is appropriately deterred as 
AI-enabled cyber capabilities pose a growing threat 
to U.S. national security.

To be clear, state-level AI policies have a role to 
play. The House Task Force Report on AI highlights 
how state policies can help reflect local needs and 
allow for policy experimentation.136 However, large-
scale cyberattacks typically cross state (and even 
national) borders, necessitating a broader approach. 
Furthermore, the immense cost of training frontier 
models makes it impractical for developers to tailor 
training to individual state laws.137 State-level policies 
impacting early-stage training will inevitably have 
national consequences. Federal coordination is there-
fore essential.

AI developers should not view federal clarification 
and codification of liability as necessarily imposing a 
regulatory burden. These federal actions can reduce 
uncertainty, account for important nuances, and 
create safe harbors (such as for cheaper or open-
weight models). Given the rapid pace of AI progress, 
failure to build a federal regulatory capacity—with 
relevant expertise, powers, and well-thought-out deci-
sion-making processes—could just as easily result 
in overreactions—whether from the executive or 
legislature, or from the judiciary as it develops novel 
precedents.

Current cybercrime regulations generally do not 
hold developers and providers of offensive cyber tools 
liable unless they intentionally promote malicious 
use. This protects innovation and access to tools 
with defensive or non-cybersecurity applications. 
For unintentional enablement of cybercrime, however, 
negligence tort law is more relevant. Under negli-
gence tort law, a claimant would need to prove that 
an AI developer or deployer failed its duty of care—
the legal obligation to act as a reasonably prudent 
person would, considering factors such as foreseeable 
harm, the burden of precautions versus the risk, and 
broader public policy.138 But in the absence of prec-
edent relevant to the unique aspects of frontier AI, 

there is in practice uncertainty for both developers 
and potential plaintiffs. 

Because frontier models are general-purpose 
software, the bar for liability should be high. Chilling 
their development would jeopardize a wide array of 
other benefits. Even so, certain safeguards are more 
viable for general-purpose frontier AI than for tradi-
tional software. LLMs can be trained and instructed 
around the type of activities they should and should 
not assist with (although the imperfect performance of 
these safeguards would make it premature to enshrine 
them in policy for now). Furthermore, frontier model 
providers often offer access solely through online 
platforms under their control. This allows them to 
use automated models to flag suspicious queries and 
to implement know-your-customer practices.

To mitigate the risks of overreach, this federal regu-
latory effort should adhere to the following principles:

	¡ Apply only to frontier models.

	¡ Have higher bars for regulating open-weight 
models.139

	¡ Use scheduled reviews or sunsets to ensure 
requirements remain appropriate given progress in 
technology and the understanding of relevant risks.

	¡ Require regulators to account for both the costs 
and benefits of restrictions.

	¡ Require regulators to account for the marginal risk 
that models pose over already available tools and 
information—including foreign models.140

	¡ Focus solely on large-scale harms to otherwise 
uninvolved parties, rather than model users and 
their customers (who have more remedies and 
opportunities to opt out).

	¡ Aim to proactively signal the levels of cyber capa-
bilities that will trigger regulatory oversight.141

Promote information security  
at frontier AI developers.

The importance of supporting the secure development 
and deployment of cutting-edge AI models will only 
grow with their capabilities. Frontier AI developers 
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and deployers should bolster their security commen-
surate with the growing commercial and national 
security value of their intellectual property, especially 
to sophisticated U.S. adversaries. To successfully 
defend their models, frontier AI developers will need 
support from the U.S. government.142

The intelligence community should closely monitor 
advancements in frontier AI models, particularly 
regarding their potential for weaponization by U.S. 
adversaries. Given the pace of AI progress, nascent 
information security practices within organizations, 
and the lead time required for security improvements, 
the U.S. government should evaluate whether and 
when it is necessary to intervene, such as by offering 
industry cybersecurity assistance through agencies 
such as CISA and the NSA.143 Additionally, given that 
most frontier AI developers and their data center 
partners now contract with the U.S. government, 
agencies should prioritize information security as 
they procure frontier AI capabilities.144 The intelli-
gence community should also prioritize intelligence 
collection on potential threats to the security of 
leading models and developers.

Promote global norms around liability for 
harms from automated cyber operations.

As AI agents become increasingly capable of broad 
and sophisticated actions in cyberspace, there is a risk 
that developers and deployers may attempt to deflect 
responsibility for related harms. As bodies such as the 
U.S. Department of State’s Bureau of Cyberspace and 
Digital Policy engage internationally around cyber 
norms, they should seek opportunities to promote 
the development and adoption of international norms 
(or law, eventually) to clearly define accountability 
for the actions of autonomous agents in cyberspace.
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APPENDIX:  
Stages of Cyber Operations 
and Example Applications of AI

Cybersecurity professionals generally think about both offensive and defensive operations in terms of multiple stages, 
with each offering opportunities to leverage AI capabilities. Recognizing these stages supports nuanced analysis:

	→ It enables more precise analysis of AI’s impact—advances may dramatically accelerate certain phases while leaving others 
relatively unchanged.

	→ It highlights why cyber operations are generally “tactically fast but operationally slow”—individual engagements can execute 
at machine speed, but sophisticated operations typically require months of human planning and coordination.

	→ It exposes the limits of isolated capabilities—transformative automation will demand systems that can coherently orchestrate 
multiple stages over time while dynamically adapting to discoveries and setbacks.

MITRE ATT&CK (Adversarial Tactics, Techniques, and Common Knowledge) is one of the most widely adopted frameworks 
in cybersecurity, developed by the nonprofit MITRE Corporation to document and classify common adversary tactics and 
techniques based on real-world observations. It is widely used as a foundation for developing threat models and defensive 
methodologies in the cybersecurity community. 

MITRE ATT&CK Framework and Example Applications of AI145

Stage Description Example Application of AI

Reconnaissance The adversary tries to gather information it 
can use to plan future operations.

Scanning for vulnerable entry points online

Resource 
Development

The adversary tries to establish resources it 
can use to support operations.

Discovering and developing exploits for 
vulnerabilities

Initial Access The adversary tries to get into the defender’s 
network.

Developing and executing spear phishing 
campaigns

Execution The adversary tries to run malicious code. Selecting and using exploits for identified 
vulnerabilities

Persistence The adversary tries to maintain its foothold. Identifying opportunities to add authorized 
public keys

Privilege 
Escalation

The adversary tries to gain higher-level 
permissions.

Identifying opportunities to trigger privilege 
escalation

Defense Evasion The adversary tries to avoid being detected. Emulating existing network patterns

Credential Access The adversary tries to steal account names 
and passwords.

Detecting passwords stored in plaintext

Discovery The adversary tries to figure out the defender’s 
environment.

Identifying network locations likely to be of 
interest to the attacker

Lateral Movement The adversary tries to move through the 
defender’s environment.

Hijacking remote desktop sessions
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continued 

Stage Description Example Application of AI

Collection The adversary tries to gather data of interest 
to its goal.

Identifying sensitive information in system 
calls

Command and 
Control

The adversary tries to communicate with com-
promised systems to control them.

Identifying opportunities to include communi-
cations in otherwise legitimate network traffic

Exfiltration The adversary tries to steal data. Disguising exfiltrated data as legitimate 
network traffic

Impact The adversary tries to manipulate, interrupt, 
or destroy the defender’s systems and data.

Identifying high-impact opportunities to 
disrupt victim operations

Cyber defense also occurs across distinct functions.146

Function Description Example Application of AI

Prevention Finding and patching weaknesses Fuzzing and penetration testing

Detection Discovering network activities of potential 
concern

Alert prioritization

Response and 
Recovery

Thwarting and addressing attacks Automated isolation of potentially compro-
mised machines

Active Defense Aiming to proactively “engage or study external 
actors” through “a spectrum of activity that 
includes annoyance, attribution, or outright 
counterattack”

Dynamic creation of honeypots
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sign-deals-with-us-govt-ai-research-testing-2024-08-29/.

145.	 Stages and descriptions reproduced from “Enterprise 
Tactics,” MITRE ATT&CK, https://attack.mitre.org/tactics/
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Cybersecurity. 
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