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EXECUTIVE
SUNMNMARY

THE TRUMP ADMINISTRATION has embraced a
pro-innovation approach to artificial intelligence (AI)
policy. Its AI Action Plan, released July 2025, under-
scores the private sector’s central role in advancing
Al breakthroughs and positioning the United States as
the world’s leading AI power." At the Paris AI Action
Summit in February 2025, Vice President JD Vance
cautioned that an overly restrictive approach to Al
development “would mean paralyzing one of the most
promising technologies we have seen in generations.”

Yet this emphasis on innovation does not diminish
the government’s critical role in ensuring national
security. On the contrary, Al advances will yield sig-
nificant threats alongside unprecedented potential
in this domain. Experts warn of advanced Al intro-
ducing more autonomous cyber weapons, bestowing a
broader pool of actors with the know-how to develop
biological weapons, and potentially malfunctioning in
ways that cause massive damage.? Private and public
sector leaders alike have echoed these concerns. The
urgent task for policymakers is to ensure that the
federal government can anticipate and manage the
national security implications of AI with advanced
capabilities—without resorting to blunt, ill-targeted,
or burdensome regulation that would undermine
America’s innovative edge. In other words, the gov-
ernment must prepare at once for potential risks
from rapidly advancing AI without imposing onerous
regulations that unduly stifle the technology’s vast
potential for good.

The status quo is insufficient: Technical expertise
in advanced Al remains concentrated in a handful of
companies, and the government is playing catch-up.
Existing voluntary information-sharing commitments
between Al labs and the federal government already
face hurdles and likely will prove insufficient over
time as the costs of providing transparency increase.
Meanwhile, the private sector lacks both the national
security expertise and the commercial incentives
to manage these risks to the national interest. The
United States cannot afford policies built solely on
speculative fears. Yet in the face of real and rapid
progress in national security-relevant capabilities,
neither can it risk allowing an Al-driven disaster or a
regulatory vacuum to derail technological progress.

While much of the policy debate rightly focuses
on innovation and accelerating adoption, this report
concentrates on a less developed but equally vital
counterpart: managing the risks that could under-
mine those ambitions without stifling AI’s innovative
potential. Effective risk management is not a brake on
progress but a prerequisite for it, playing an essential
role in sustaining public trust, preventing setbacks,
shaping global standards, and ensuring that American
leadership in AI endures over the long term.

Yet the pace of AI progress is accelerating, exacer-
bating the difficulties of developing evidence-based
policy and being responsive to emerging risks and
opportunities. The federal government needs to
strengthen its ability to manage AI risks without
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overregulating. It can do this through building three
interconnected capacities:

® Situational awareness to detect, analyze, and
communicate emerging Al risks and opportunities;

® Agile policymaking that can adapt and scale pro-
portionately to evolving threats; and

= Incident response and readiness to manage and
contain significant Al-related incidents should
they arise.

The AI Action Plan provides an ambitious foundation
for these capacities. But it remains a high-level blue-
print, leaving gaps in coverage and open questions
around implementation and authorities.

This report makes the case for robust, pro-
active federal government engagement in AI risk
management. It examines the current state of U.S.
preparedness, assesses the AI Action Plan’s contri-
butions, identifies persistent shortcomings and gaps,
and offers solutions to address them. The report
advances the following recommendations for U.S.
policymakers:

To establish Al situational awareness in
government:

1. Empower and equip the Center for Al Standards
and Innovation (CAISI) as the federal govern-
ment’s center of technical AI expertise and
evaluation.

1.1. Designate CAISI as the federal government’s
interagency lead for AT risks.

1.2. Fund CAISI sufficiently to execute its critical
role.

2. Strengthen information flows from frontier AI
developers to government.

2.1. Congress should pass a bill enacting greater
protections for Al whistleblowers.

2.2. The Office of Science and Technology Policy
(OSTP) should work with CAISI and other
relevant agencies to develop a plan for man-
dating information sharing and testing for
dangerous capabilities, in case voluntary
mechanisms prove inadequate.

To bolster policy agility:

3. Establish an interagency AI National Security
working group, co-led by the OSTP and the
National Security Council, to strengthen intra-
government coordination on Al national security
risks.

4. Prepare contingency planning for Al risk scenarios
to allow expedited policy action.

5. Establish regular congressional reports by the Al
National Security interagency working group to
ensure Congress is aware of emerging risks and
policy options.

6. Work with allies and partners to harmonize policy
approaches to identified Al risks.

To strengthen incident response
capacity:

7. Build stronger interconnectivity between the
range of agencies and stakeholders that would
need to coordinate a response to an incident.

7.1. Engage Al companies and experts in updating
the Cybersecurity and Infrastructure Security
Agency incident response playbooks.

7.2. Ensure the AI Information Sharing and
Analysis Center also includes representatives
from the Al industry.

7.3. Conduct regular tabletop exercises including
government, private sector, and nonprofit
representatives to bolster connectivity
between incident responders across public
and private sectors.

8. Establish a mechanism for post-incident review
and lesson learning.

9. Engage with international partners, including
adversaries, on best practices for real-time Al
incident response.
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| INTRODUCTION

THE RAPID ADVANCEMENT OF artificial intelligence
(AI) presents policymakers with the challenge of
governing a transformative technology that is both
critical to national security and primarily driven
by private innovation. The platitude that societies
should harness the benefits of AI while managing its
risks fails to address the central question: How?s As Al
capabilities continue to advance rapidly, developing a
sophisticated answer has become essential for main-
taining America’s technological leadership.

The Trump administration has signaled a clear com-
mitment to American AI dominance, championing
innovation over restrictive regulation.® However, this
innovation-first approach does not negate the need
for risk assessment and preparedness.” The potential
consequences of advanced Al systems—from auto-
mated cyberattacks to exacerbated biosecurity risks
to potential loss of control—demand serious atten-
tion from policymakers and national security experts.
Leading researchers have identified scenarios where
AT capabilities, if left unmanaged, could pose signifi-
cant threats to national security, economic stability,
and public safety.® Yet the significant uncertainty
about these scenarios necessitates a nimble approach
that emphasizes increasing policymaker awareness
and speedy response.

Recognizing both the opportunity and urgency of
this moment, the White House released the Al Action
Plan in July 2025, outlining an ambitious agenda for
adopting AI and managing the uncertainty inherent

in any rapidly evolving sector. As President Donald
Trump outlined at the AI Action Plan’s launch, “This
technology brings the potential for bad as well as for
good, for peril as well as for progress. . . . We want to
have rules, but they have to be smart.”

The key to smart rules lies in developing evi-
dence-based policies that can adapt to emerging
capabilities without stifling innovation. Yet here lies
a fundamental tension: Al is evolving far faster than
the traditional policy cycle, and most early regulatory
proposals inevitably will rely on projections rather
than robust evidence. Policymakers must balance the

“This technology brings the
potential for bad as well as
for good, for peril as well as
for progress. ... We want to
have rules, but they have to be
smaprt.”

—PRESIDENT DONALD TRUMP

imperative to ground decisions in data with the reality
that waiting for comprehensive evidence risks leaving
society vulnerable to rapidly emerging threats. For
many Al-enabled risks, defaulting to a wait-and-see
approach will be woefully inadequate, because effec-
tive mitigations will take time to develop. Moreover,
waiting for threats to fully materialize before imple-
menting safeguards could result in a catastrophic
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incident that triggers public backlash and under-
mines the future of American Al progress—much
like how nuclear accidents at Three Mile Island and
Chernobyl derailed nuclear energy development
for decades.”® The stakes extend beyond domestic
security and innovation. If the United States lags in
shaping international AI standards and norms, it risks
ceding strategic ground to competitors and allowing
adversaries to shape the rules of the road for this
critical technology.

Prioritizing three key capabilities can help the
federal government to balance the tension between
evidence and speed and chart a path that promotes
both U.S. innovation and security. First, the govern-
ment needs situational awareness—the ability to
monitor emerging Al capabilities and risks and under-
stand their implications for national security and
society. Second, the government should increase its
policy agility—the ability to adapt and change policy
settings quickly, if risks materialize that warrant new
approaches. Finally, the government needs robust
incident response—the ability to effectively contain
damage from Al incidents. Ideally, these capabilities
will be mutually reinforcing: Situational awareness of
emerging capabilities allows the government to more
agilely develop targeted policies, including those that
bolster incident preparedness. Lessons learned from
incident response can help the government update
its situational awareness and inform whether policies
and rules need urgent revision.

AT has the potential to revolutionize national
defense, accelerate scientific breakthroughs, and
strengthen American competitiveness for genera-
tions. Realizing this vision requires an environment
where innovation can proceed with public confi-
dence. Effective government preparedness plays
a role by establishing the conditions under which
development can flourish. When policymakers
have visibility into emerging capabilities, they can

better target evidence-based measures to address
genuine risks without imposing sweeping restrictions.
When the government can adapt rules agilely, it can
better respond to opportunities and risks as tech-
nology quickly evolves. When the government has
well-practiced, robust incident response frameworks,
individual setbacks won’t trigger the kind of panic
that could set American AI back years. The three
capabilities outlined in this report—situational aware-
ness, policy agility, and incident preparedness—form
the foundation of this enabling framework, securing
American leadership by creating a stable, trusted
environment in which innovation can continue at
pace and at scale.

The AI Action Plan outlined important first steps
for Al preparedness, establishing a solid blueprint for
bolstering the federal government’s ability to under-
stand, analyze, and respond to emerging capabilities
and risks. Building on this foundation, the next phase
of implementation requires translating the AT Action
Plan’s strategic vision into operational reality. Many
of the plan’s forward-looking initiatives now need
additional authorities, detailed rulemaking, and ded-
icated resourcing to move from concept to execution.
More work is needed to translate the vision of the
AT Action Plan into action, plug residual gaps, and
position the United States to responsibly lead the
world through the AI transition.

This report addresses these challenges and charts
a pathway forward to bolster federal government Al
preparedness. It outlines why government involve-
ment in Al risk preparedness is critical to national
security and U.S. global leadership. The analysis
focuses on the three critical capacities the govern-
ment needs to address Al risks effectively: situational
awareness, policy agility, and incident preparedness.
Finally, the report highlights gaps in the U.S. AI pre-
paredness ecosystem and recommends measures to
address these shortfalls.
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Al RISK
NMANAGEMENT:
A PUBLIC PROEBLEM
IN PRIVATE HANDS

THE FEDERAL GOVERNMENT is confronting a
technology that is vital to national security yet pri-
marily developed and understood by the private
sector. America’s private sector has propelled
the United States to global AI leadership through
unprecedented investment and breakthroughs. Yet
this success creates a dilemma: The dual-use nature
of AI systems means the same growing capabilities
that offer societal benefits also present national
security risks. These risks increasingly demand gov-
ernment oversight, even as much of the expertise
needed to understand them remains concentrated in
private hands. The challenge lies in striking the right
balance—too aggressive an approach risks stifling
the innovation that underpins American leadership,
while inaction leaves critical national security vul-
nerabilities unaddressed. This section explores the
tension between innovation and national security and
makes the case for a stronger government role in Al
risk management.

The Private Sector Drives
American Al Leadership

Within days of his second inauguration, President
Trump signaled his administration’s Al priorities
through the executive order on “Removing Barriers
to American Leadership in Artificial Intelligence.”
The order credits America’s AI dominance to “the

strength of our free markets, world-class research
institutions, and entrepreneurial spirit,” beginning a
policy framework that positions private sector inno-
vation as the cornerstone of national Al leadership.*
Unlike the development of nuclear technology, where
government labs such as Los Alamos led the charge,
or the early internet, which emerged from Defense
Advanced Research Projects Agency (DARPA)
research, private companies have dominated the
development and deployment of Al since the emer-
gence of the deep learning paradigm.”

Investments from the U.S. private sector dwarf
government Al spending. Meta, Amazon, Google,
and Microsoft alone are expected to invest as much
as $320 billion into AI development and infrastruc-
ture in 2025.# OpenAl’s flagship Stargate program
is expected to drive $500 billion of investment in
AT infrastructure in the United States over the next
four years, with a similarly large investment project
planned for the United Arab Emirates and smaller
initiatives in Norway and the United Kingdom (UK).*s

America’s private sector has established the United
States as the global leader in AT development. In 2024,
U.S. companies released almost twice as many notable
models as China (defined as models that made a
state-of-the-art improvement on a benchmark) as
well as models that were highly cited, historically
relevant, or widely used.”® Also in 2024, U.S. private
investment in Al was $109.1 billion, almost 12 times
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more than the equivalent in China.” The United States
houses 74.4 percent of the world’s compute, almost 94
percent of which the private sector owns."

This surge of private sector investment has propelled
remarkable growth in Al capabilities, leading to astro-
nomical progress that shows few signs of stopping.
AT models’ performance on benchmarks measuring a
range of capabilities has surpassed human baselines
(Figure 1). Frontier AI models are increasingly com-
pleting lengthy and complex tasks across diverse fields.
Where OpenAI’s GPT-4, released in March 2023, could
complete software engineering tasks that take humans
five minutes on average, GPT-5, released just two and
a half years later, can complete tasks that take humans
an average of two hours and 17 minutes.”® Another
notable metric is the ability of Al models to outperform
human experts in answering PhD-level questions in
various subject areas. OpenAI’s GPT-4, released in 2023,
achieved only 36 percent on a key PhD-level bench-
mark; the next year, its o1 reasoning model scored 77
percent, surpassing human experts for the first time.
By the release of GPT-5 in 2025, the model had reached
85 percent.”® This growth in AI capability is happening

Figure 1 |
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faster than even experts anticipated. In 2022, a group
of domain experts and forecasters had placed the like-
lihood of an AT system officially earning a gold medal
at the 2025 International Math Olympiad, a prestigious
mathematics competition for high school students, at
between 2.3 percent and 8.6 percent.” Yet in July 2025,
Google’s Gemini 2.5 Deep Think system achieved this
milestone.? In short, Al systems are approaching and
exceeding human-level performance on complex rea-
soning tasks at a startling rate.

Al capabilities also have been improving in domains
directly relevant to national security. Consider the
dramatic acceleration in AI’s dual-use expertise in
virology—the science of viruses. In July 2023, GPT-4
Turbo outperformed 43 percent of experts on the
Virology Capabilities Test, a benchmark measuring AI’s
ability to troubleshoot advanced virology laboratory
situations with explicit dual-use potential. In a survey
of expert virologists, most predicted that an AT model
would not surpass a top virology team until after 2030.
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virologists.»
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Figure 2 | AI Training Compute and Capabilities?®
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Critical Risks Demand Government
Action

There are three key reasons why stronger federal
action is essential as national security capabilities
emerge from advanced Al models. First, private sector
incentives alone are insufficient to mitigate national
security risks. Second, government expertise is
needed to understand and contextualize the relevance
of emerging capabilities within the national security
landscape. Third, the government needs to under-
stand and have visibility of emerging capabilities to
ensure it can deploy them rapidly, responsibly, and
effectively in support of national defense. This section
will first present growing evidence of AI’s expanding
role in national security, before outlining the impera-
tive for more active government involvement.

While private sector innovation fuels AI progress,
risks are emerging that sit squarely within the govern-
ment’s purview. “The improper use of Al systems,”
said the Office of Science and Technology Policy
(OSTP) Director Michael Kratsios at a September
2025 United Nations meeting, “can erode deterrence,
create destabilizing effects, and reinforce systems of
political control and social engineering.”¢ Industry
leaders and national security experts also have
warned that advanced AI systems soon could enable
serious threats to U.S. national security. During a 2023
Senate Judiciary Committee hearing, Dario Amodei,
CEO of Anthropic, testified that AI “represents a
grave threat to U.S. national security” by “enabling
many more actors to carry out large-scale biological
attacks.”” OpenAl CEO Sam Altman warned in 2015
that AI poses “probably the greatest threat to the
continued existence of humanity,” acknowledging
in 2025 congressional testimony that “it feels like a
sort of new era of human history” requiring “humility
and some caution.””® Palisade Research has devel-
oped proofs of concept demonstrating how today’s Al
systems already can be used for increasingly auton-
omous hacking.”® AI today is the worst it will ever
be. The next generation of models will be even more
capable.®

AT’s dual-use risks are no longer theoretical. A
2025 Anthropic report revealed that AI models are
now being used to carry out sophisticated cyberat-
tacks, including by actors with few technical skills.?'

In October 2025, Microsoft researchers demonstrated
that AI protein design tools could redesign dangerous
toxins to evade biosecurity screening systems used by
DNA synthesis companies.®* Using openly available
Al tools, the team generated variants of controlled
highly toxic proteins, such as ricin, that were able
to bypass commercial screening software. While
Microsoft worked with industry and government to
develop patches, some fixes remain incomplete as of
November 1, 2025, with one industry executive who
coauthored the report warning, “We’re in something
of an arms race.”®

Private incentives alone are not well aligned
with national security priorities, and a purely mar-
ket-driven approach will soon prove inadequate.
The five leading U.S. AI labs—Anthropic, Google
DeepMind, Meta, OpenAl, and xAI—have published
frameworks outlining their approaches to poten-
tial risks in their models.>* But these are nonbinding
voluntary commitments. The costs of adhering to

Al today is the worst it will
ever be. The next generation of
models will be even more capable.

those commitments also are increasing, as Al capa-
bilities that previously were only theoretical are now
within reach. OpenAI’s and Anthropic’s prepared-
ness frameworks have spurred these companies
to place enhanced biosecurity safeguards on their
most recent systems.* Future systems may demand
more resource-intensive mitigations or deployment
delays during an intensely competitive race for Al
dominance.

Some labs also have come under criticism for
delaying and minimizing their adherence to voluntary
safety commitments. For example, at the 2024 Seoul
Frontier AI Safety Summit, Google agreed to publicly
report system capabilities and disclose how external
groups, including governments, were involved in
assessing model risks.?* However, when Google
DeepMind released Gemini 2.5 Pro just over a year
later, it delayed publishing such documentation—
releasing a brief model card three weeks after launch
and not providing more comprehensive safety evalua-
tion until over a month after the model was released.?”
This prompted strong criticism from lawmakers and
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experts, including a cross-party group of 6o UK
parliamentarians.®® Competitive pressures between
labs, and as part of Sino-American technology
competition, likely will incentivize labs to reduce
transparency and robust safeguards, despite growing
risks.

Government expertise is necessary to properly
evaluate dangers. While Al labs possess technical
talent, the U.S. government holds unique informa-
tion and expertise in managing national security risks
in domains such as cybersecurity, nuclear security,
and biosecurity. Since early 2024, for example,
Anthropic has partnered with the Department of
Energy’s National Nuclear Security Administration
to help assess their models for nuclear national
security risks.® Such analysis cannot take place
without strong government expertise. Private sector
companies developing Al systems are not the right
actors to fully understand and account for national
security externalities—the potential for Al capa-
bilities to affect critical infrastructure, diplomatic
relations, or economic security in ways that extend
far beyond individual company interests.

AT also has potentially revolutionary applications
to military, intelligence, and defense—areas over
which the federal government has jurisdiction.
Advanced AT systems could transform intelligence
analysis, improve battlefield decision-making, and
enable autonomous defense systems. If realized,
these capabilities could fundamentally shift the
military landscape and determine strategic supe-
riority for decades. China’s civil-military fusion
strategy ensures that Al breakthroughs flow directly
into defensive applications. Without efforts to
rapidly evaluate and deploy robust Al innovations
for defense purposes, America risks ceding techno-
logical superiority.*

Ultimately, Al risks represent a public problem in
private hands: The government has the mandate to
protect national security, but the private sector has
the technical AI expertise. The deepest technical
knowledge about how models operate, what they are
capable of, and what their vulnerabilities are, resides
primarily within the companies developing these
systems. This is a critical national security gap: The
United States cannot afford to have the government
cut out of the most transformative technology of the
era. Despite their deep technical expertise, private

companies lack the incentives and legal authority nec-
essary to appropriately monitor and manage national
security risks and opportunities.

Poorly Targeted Regulation Could
Undermine the U.S. Al Lead

The Trump administration has called out burden-
some and poorly targeted regulation as a threat to
U.S. Al leadership. The risks of regulatory overreach
are particularly acute given the global nature of Al
competition. While the United States maintains its
current leadership position, competitors like China
are making substantial investments in AI develop-
ment.* The Chinese Communist Party’s (CCP’s)
lack of democratic checks and balances enables it
to exercise greater central direction and cut through
domestic regulations that block progress.

Al risks represent a public
problem in private hands: The
government has the mandate
to protect national security,
but the private sector has the
technical Al expertise.

If the United States enacts unilateral and heavy-
handed regulation that responds only to speculative
risks, it could constrain American companies while
leaving foreign competitors unencumbered. At his
September 2025 address to the UN Security Council,
OSTP Director Michael Kratsios said that “broad
overregulation incentivizes centralization, stifles
innovation, and increases the danger that these tools
will be used for tyranny and conquest.”*

Federal Inaction Leaves a Vacuum
for States to Fill

At the same time, an absence of trust that the U.S.
federal government is managing Al risks can under-
mine U.S. competitiveness. In the vacuum of federal
regulations, states have moved ahead, with commen-
tators and industry representatives counting up to
700 Al-related proposed bills in 2024 alone.® While
critics argue this overstates the magnitude by taking
an expansive definition of “Al related,” the point
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CASE STUDY

The European Union: When Regulation Hampers Innovation

The European Union (EU) offers a
cautionary tale of how well-intended
regulation can undermine compet-
itiveness. Over recent decades,
Brussels has erected an increasingly
complex regulatory environment
that has hampered investment and
innovation in the technology sectonr.
Key regulatory frameworks shaping
this environment include the General
Data Protection Regulation (GDPR),
the Digital Services Act, the Digital
Markets Act, and now, the EU Al Act.*
Although Brussels justified each
measure as essential for protecting
citizens and mitigating risks, their
cumulative effect has handicapped
European Al competitiveness.

While regulatory frameworks alone do
not determine technological compet-
itiveness, government oversight can
amplify existing disadvantages and
dampen innovation. The 2024 State
of European Tech report found that,
despite Europe’s ambitious founders
and successful companies, regula-
tion remains a key barrier preventing
European tech from reaching its full
potential.®

The Al sector illustrates these impacts
clearly. As recently as 2021, European
organizations contributed to just
under a fifth of notable Al models
identified by Epoch Al* By 2024, their
share had fallen to just 5.2 percent.
Even Mistral, Europe’s Al champion,
now lags: On a key benchmark, GPQA
Diamond, Mistral’s 3 model scores 60
percent versus GPT-5’s 85 percent.”

The International Monetary Fund
estimates the Al Act alone could
reduce Al-driven productivity gains
by 15 percent, rising to 30 percent
when combined with other European
regulations.* Some American compa-
nies already have begun limiting new
feature releases to EU customers due
to liability concerns.*

These burdens hit smaller firms
hardest. A 2024 report commis-
sioned by the European Commission
warned that “innovative companies
that want to scale up in Europe are
hindered at every stage by inconsis-
tent and restrictive regulations.”s°
This assessment is backed by industry
experience: A 2024 survey of EU tech
stakeholders found that more than
half said the GDPR and the Al Act have
harmed conditions for founding and
scaling companies.5' In 2024, the world
gained 203 new companies valued at
over $1 billion, known as “unicorns,”
but only three came from the EU.%?
Between 2008 and 2021, nearly a third
of European unicorns relocated over-
seas.® In early 2025, Dutch Al startup
Bird announced its departure from
Europe, citing that the continent
“lacks the environment we need to
innovate in an Al-first era.”®* Europe’s
talent hemorrhage compounds these
challenges. Despite having a higher
concentration of Al researchers per
capita than either the United States
or China, the continent continues
bleeding talent to higher-paying U.S.
opportunities.®®

Ironically, this environment under-
mines the EU Al Act’s central goal.
Europe’s shrinking pool of competi-
tive Al firms and persistent talent
drain mean it lacks the capacity
required to understand, test, and
address emenrging Al risks. Rather than
expanding resilience, these rules leave
Europe more dependent on foreign
suppliers and less able to develop its
own safeguards—an outcome that
amplifies, rather than reduces, national
secuprity risks.

Some European officials now have
publicly acknowledged the negative
effect of onerous Al regulations.® In
late 2024, French President Emmanuel
Macron said, “We are overregulating
and underinvesting. In the two to
three years to come, if we follow our
classical agenda, we will be out of
the [Al] market.””” That same month,
European Central Bank President
Christine Lagarde warned that the
United States “is developing artificial
intelligence very rapidly and is already
starting to see a number of major
champions. Meanwhile, Europe not
only has no major champions, but it is
a pioneer in the regulation of artificial
intelligence.”® In June, Swedish Prime
Minister UIf Kristersson criticized
the EU Al Act for being “confusing”
and called for the regulations to be
paused.®® Nevertheless, as of November
1, 2025, the European Commission
remains committed to the EU Al Act.®°

stands that states increasingly may seek to fill the
regulatory vacuum.®

California has been one of the most active states
in regulating Al, enacting Senate Bill 53 (SB 53), also
known as the Transparency in Frontier Artificial
Intelligence Act, in late September 2025.% The law
requires companies developing frontier AI models

(defined by the amount of compute used to train the
model) to publish safety frameworks, report critical
incidents to state emergency services, and protect
whistleblowers.®* SB 53 has been commended for
increasing transparency, with ex-OSTP official Dean

Ball calling SB 53 “ultimately a kind of victory for sane,
reasonable voices.”** However, monitoring for national
security risks sits within the purview of the federal
government and requires national security expertise.
SB 53 may contain sensible elements, but it could be
the first of many overlapping state policies. As Director
Kratsios described in July 2025, “Having a patchwork
of regulations across the entire country just doesn’t
make sense. It is not pro-innovation.”® For companies,
especially startups, navigating a maze of inconsistent
state-level rules could impose additional compliance
costs that could slow innovation and adoption.*
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Simply halting state-level regulation via broad
federal preemption would bring its own dangers.
Without a robust federal framework to replace state
action, such a measure would leave critical gaps in
national security. It also would prevent states from
fulfilling their traditional role as “laboratories of
democracy,” where diverse governance approaches
can be tested and refined.”” Durable progress requires
not just limiting state action but establishing clear,
enforceable, and forward-looking federal leadership.

Responsible Governance
Can Benefit Innovation

Targeted government involvement in promoting
safety can strengthen innovation by building the
public trust essential for widespread adoption. To
unlock the full economic and national security poten-
tial of AI, people, businesses, and organizations must
feel comfortable embracing it. Yet the U.S. public
remains distrustful of AI: A 2024 Pew survey revealed
that twice as many Americans anticipate a negative
impact from Al on the United States over the next
two decades compared to those who expect a positive
impact.® Without trust, even the most advanced
technologies cannot achieve their promise.

This trust deficit could undermine effective Al dif-
fusion and adoption in the United States and abroad.
Lasting competitive advantage from a technology
depends on broad adoption across the economy and
society.® The government needs to play an active role
in understanding the potential of Al and removing
barriers to beneficial use cases. At the same time,
the potential for large-scale incidents should be
taken seriously, lest a high-profile incident trigger
public backlash and overly restrictive regulation that
stifles progress—paralleling the trajectory of nuclear
energy.

After the accidents at Three Mile Island and
Chernobyl, U.S. approval for new reactors halted
for more than 30 years, and support for new nuclear
plants went from a majority to a minority position.”
America’s nuclear energy expansion ended, despite
the technology’s clear benefits, and only now are we
just beginning to pay down that debt with nuclear
buildout.”

The costs of that lost opportunity are staggering.
Extrapolating from historical energy data, a fully

nuclear-powered world in 2024 would have seen
roughly 5,300 deaths from accidents and pollution.
This same amount of power, if generated purely by
coal, would have caused 4.4 million deaths.” In reality,
the Three Mile Island incident resulted in zero deaths
and minimal property damage.” The reactor’s con-
tainment systems functioned as designed, preventing
any significant release of radiation. Chernobyl, which
occurred seven years later, was a fundamentally dif-
ferent disaster resulting from a flawed Soviet-era
design that never could have been built under U.S.
safety standards.™

To unlock the full economic

and national security potential
of Al, people, businesses,

and organizations must feel
comfortable embracing it.

The public reaction to both events was not propor-
tional to the actual harm, but nevertheless, public fear
curtailed nuclear energy’s vast potential. Al faces a
similar risk. Without credible safeguards and respon-
sible governance, one major incident could derail
transformative progress for decades. Proactive reg-
ulation that ensures safety while fostering trust is
therefore not a brake on innovation—it is the foun-
dation for sustainable American innovation in AL%
Ensuring regulations remain responsive to emerging
insights and robust technical analysis will be key to
finding the balance.

Exporting U.S. Frameworks
and Technologies

In the absence of federal U.S. rules, global frameworks
to manage Al risks are being set by other nations.
In July 2025, major U.S. Al companies signed the
European Union’s General-Purpose Al Code of
Practice, which requires comprehensive model docu-
mentation, safety evaluations, and formal governance
structures.” While engagement with these interna-
tional commitments remains uneven—Meta, for
example, has refused to sign, and xAI only signed one
chapter—the existence of international frameworks
will begin to shape global norms and standards.”
Absent U.S. federal frameworks, there is a risk that
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CASE STUDY
The Aviation Industry: When Regulation Drove Trust

The aviation industry provides an example of how govern-
ment regulation can foster innovation by strengthening
public trust. In the early 20th century, commercial aviation
leaders sought federal regulation, recognizing that official
safety standards would make flying more credible with
the public.”® As Herbert Hoover observed in 1921, “This is
the only industry that favors having itself regulated by
government.””®

Before the Federal Aviation Administration (FAA) was
established in 1958, aviation oversight was fragmented
and ineffective. Responsibilities were split between
multiple agencies and the military, leading to bureaucratic
conflict, overlapping priorities, and weak enforcement.t°
This fragmented approach undermined both safety and
public confidence in commercial aviation. The creation of
a unified federal framework through the FAA transformed
the industry. Systematic safety oversight reassured the
public, dramatically reduced risks, and enabled aviation’s
extraordinary expansion.®!

This analogy does not perfectly apply to Al governance.
Aircraft are highly specialized technologies with clear and
observable catastrophic failure modes. Al, by contrast, is
a general-purpose technology with more speculative and
varied risk profiles. These different sectors have different
challenges.

other nations will shape the de facto global standards
for Al governance, leaving the United States to follow,
rather than lead, in responsible AI development.
China has moved aggressively to exploit the
void left by American regulatory hesitancy. In July
2025, Beijing announced the World AI Cooperation
Organization, headquartered in Shanghai, to set
global Al standards and facilitate multilateral cooper-
ation with the Global South.?” Other initiatives, such
as the AI Plus International Cooperation Initiative
and AI Capacity Building Action Plan for Good and
for All, are further steps China has taken in recent
years to set Al rules and standards across the world.*
Following the UN General Assembly in September
2025, Chinese Deputy Minister of Foreign Affairs
Ma Zhaoxu said that “China is firmly committed to
being a source of international public goods,” sup-
porting the UN’s role in Al governance and “ready
to work with all sides to strengthen alignment and
coordination on development strategies, governance
rules and technical standards.”® Without credible

Nevertheless, this example underscores a critical lesson
applicable to Al: Government regulation, when designed
to provide clarity and consistency, can be an engine of
progress rather than a brake. In aviation, clear rules and
credible enforcement built the trust necessary for growth
and innovation. Political and individual tolerance for inci-
dents that are highly visible, cause massive damage, and
are out of individuals’ control is remarkably low. After
the January 2025 midair collision in Washington, D.C., the
deadliest aviation disaster in America since 2007, public
confidence in air safety dropped.®? But clear rules and
credible enforcement—such as those the FAA provides—
guards against knee-jerk overregulation even after
disasters. Even critics of regulatory overreach acknowl-
edge the FAAs “legitimate role of assuring minimum
standards of passenger safety.”®® The Airline Deregulation
Act of 1978 abolished the Civil Aeronautics Board, which
had tightly controlled airline routes, fares, and market
entry, stifling competition and keeping prices artificially
high.®* This dramatically lowered costs and expanded access
to air travel.®® Yet throughout this transformation, the
FAA’s safety mandate remained and continued to function,
demonstrating that technical safety standards can coexist
with, and even enable, dynamic market competition. In this
context, the FAA has been explored as an inspiration for
common-sense Al governance.®

U.S. governance frameworks that inspire confidence
through transparency and demonstrable safety, the
United States risks ceding global Al influence to the
People’s Republic of China.

In the absence of federal U.S.
rules, global frameworks to
manage Al risks are being set
by other nations.

Clear U.S. governance frameworks and standards
can help strengthen the global uptake of American Al
technologies. Promoting the U.S. Al stack has been
a clear focus of the Trump administration, featured
prominently in both the AI Action Plan and a dedi-
cated executive order.”° At an Asia-Pacific Economic
Cooperation meeting in August 2025, Director Kratsios
articulated this vision: “We believe that by packaging
the American Al stack and making it available to you,
we can strengthen our friendships, empower each of
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our nations’ Al innovation, and secure a peaceful future
of shared prosperity.””* However, the United States’
current lead in Al is heavily shaped by its dominance
in closed-source models, whose underlying code and
weights remain undisclosed and proprietary. When
governments and businesses around the world rely
on these models for critical infrastructure, sensitive
data, or even routine operations, they are placing their
trust in the technology itself, the American companies
that build and deploy it, and the governance systems
that underpin it. If the United States can demonstrate
a mature approach to governance and credibly signal
that U.S. companies are anticipating, preventing,
and managing Al-related risks effectively, this could
strengthen trust in American AT offerings.

How can Washington strike the right balance? Too
much or poorly targeted regulation risks suffocating
the innovative ecosystem that underpins U.S. AI lead-
ership. But a failure to prepare adequately would
risk ceding national security leadership or watching
progress slow as a result of major Al incidents or
a patchwork of state regulations. History under-
scores the importance of calibration. For example,
in early 2023, more than 1,000 technology leaders,
including Elon Musk, signed a public letter calling for
pausing the training of models larger than GPT-4.
Had policymakers and executives halted AI develop-
ment based on these early speculative concerns, the
United States would have foregone transformative
breakthroughs.

The trajectory of Al remains highly uncertain but
continues at pace. While the precise contours of
effective regulation are not yet clear, the opportunity
exists now to lay the groundwork for the “smart
rules” that President Trump called for at the Winning
the AI Race summit.” Achieving this will require the
federal government to build the institutional agility
and technical expertise to understand and manage the
AT transition effectively. This report outlines three
core capacities that can help the U.S. government
govern effectively in the AI age.

Three Critical Government Capacities
for the Al Age

To craft evidence-based, proportionate, and timely
Al policy, the U.S. government must strengthen three
interconnected capacities to effectively manage Al
national security risks and opportunities.

® Situational awareness includes the ability to
detect, analyze, and understand emerging AI capa-
bilities, risks, and opportunities. Achieving this
requires robust information sharing between AI
developers and the government, as well as the
analytical capacity within government to contex-
tualize this information for its broader national
security and societal implications.

B Policy agility requires the capacity to adapt
quickly to use or adjust policy levers, if and when
required. The slow pace of traditional bureaucratic
processes threatens to leave policy consistently
behind AI development and unable to address
novel national security risks. Developing agility
to ensure that policy and regulatory approaches
match AD’s speed and evolving risks will be
essential to manage both risks and opportunities
effectively.

= Incident response encompasses the government’s
ability to contain and respond to major Al-related
incidents. Al-related crises could affect critical
infrastructure, financial systems, information envi-
ronments, and national defense simultaneously in
ways that transcend existing agency jurisdictions
and response frameworks. A credible response
system will require updated coordination mecha-
nisms that unite federal agencies, state authorities,
private sector stakeholders, and, where relevant,
international partners.
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Figure 3 | Three Capacities for Government Preparedness
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The three capabilities necessary for a robust incident preparedness regime—situational awareness, policy agility, and

incident response—are mutually reinforcing.

Established effectively, these three capabilities
will be mutually reinforcing (Figure 3). Situational
awareness provides the intelligence foundation
that informs both proactive policy adjustments and
incident preparedness planning. Policy agility ensures
that insights from monitoring AI developments can
translate into protective measures before threats
materialize, while also providing the legal and oper-
ational frameworks necessary for effective incident
response. Incident response capabilities not only
manage acute crises but generate critical lessons,
which enhance situational awareness and reveal gaps
in policy frameworks that may spur policy change.

Successfully navigating this challenge—enabling
private sector innovation while ensuring the
government can fulfill its national security respon-
sibilities—requires a careful reimagining of how the
government operates in the Al era. The following
sections outline each of the proposed capacities in
greater detail and make recommendations to guide
their implementation to bolster Al preparedness and
responsiveness in the federal government.
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KEY CAPACITY:
SITUATIONAL
AWNWARENESS

EFFECTIVE GOVERNANCE of AI’s national security
implications requires situational awareness—having
visibility and understanding of emerging Al capabili-
ties and their implications for national security. The
government needs to be able to understand what
these capabilities are as they emerge to respond
swiftly to national security capabilities and risks
arising from the most advanced AT models. The pace
of AI development means that windows for effective
government engagement may be narrower than in
previous technology transitions, making proactive
preparation essential.

Frontier AI development is dominated by private
developers with resources that dwarf government
capabilities.”* The government does not by default
have visibility into the frontier of AI development,
nor the technical capacity to assess emerging risks.

The government cannot effectively prepare for and
protect against threats it cannot see or understand.
When private companies develop Al capabilities that
could enable autonomous cyber weapons, novel bio-
logical weapons, or other national security risks, the
government’s reactive posture means threats may
be realized before officials can assess and respond to
their implications comprehensively.

Many of the most important responses to
Al-enabled risks will not be in the Al domain itself,
and these interventions require time to scale up and
implement. Situational awareness can help provide
adequate lead time for proactive preparation, such as:

® Increasing critical infrastructure defenses in light
of novel or scaled-up Al-enabled cyberattacks

B Scaling up biodefense efforts and safeguards if Al
lowers barriers to biological weapons development

® Understanding priorities for AI investment
in national security applications to maintain
America’s competitive advantage

® Identifying gaps in government authorities that
may need updating to address groundbreaking
new Al capabilities

As of November 1, 2025, the government has relied
largely on voluntary information sharing from compa-
nies and voluntary early access to advanced models. In
2024, OpenAl and Anthropic signed voluntary mem-
orandums of understanding (MOUs) with the U.S.
AT Safety Institute (now the Center for AI Standards
and Innovation, or CAISI) that allowed access to their
models prior to public release for testing.® In their
responses to the OSTP’s call for comments on the
new AT Action Plan, both companies supported volun-
tary information sharing between private developers
and the government.*

These voluntary arrangements and agreements
have worked so far, but engagement is uneven across
the sector and could end.*” OpenAl and Anthropic
have routinely engaged with CAISI and the UK AI
Security Institute (UK AISI) by providing early
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access to their flagship models.*® This is not uniform,
however: Google’s and xAI’s most recent model cards
(Gemini 2.5 and Grok 4) do not explicitly mention
information sharing with the government. While xAI
did sign an MOU with the U.S. government under
the Biden administration, and Google includes gov-
ernment engagement as a part of its “Al Principles,”
it is unclear what level of information sharing this
has entailed.”

Moreover, while AI developers currently may be
transparent with the government, evolving market
dynamics and regulatory uncertainty may cause this
to change. Paradoxically, efforts by developers to
surface risks in their models proactively can make
their models appear riskier than the models of com-
petitors who remain silent about similar issues. For
example, Anthropic attracted criticism after dis-
closing that safety evaluations of its Claude Opus
4 model showed concerning behavior: When given
prompts encouraging initiative taking, the model
often would attempt to contact external parties,
including law enforcement and journalists, to report
scenarios involving serious user misconduct.’®
However, subsequent efforts to test other models
revealed that Claude was not unique in this behavior.
Multiple leading models also sometimes exhibited
similar whistleblowing tendencies in comparable
scenarios.®" Separately, a frontier developer report-
edly received legal advice against collaborating with
the government on chemical, biological, radiological,
nuclear, and explosive (CBRNE) assessments due
to potential risks around liability and regulation—
essentially discouraging the very cooperation that
safety requires.”> These factors collectively create
perverse incentives that may significantly increase
the likelihood of AI developers undersharing in the
future, potentially undermining effective government
oversight of AT risks.

RECOMMENDATION 1

Empower and equip the Center for

Al Standards and Innovation as the
federal government’s center of
technical Al expertise and evaluation.

Information on emerging Al capabilities is only useful
if it can be interpreted and contextualized properly.

The federal government therefore needs robust
technical capacity to assess emerging risks and oppor-
tunities and to act accordingly. As Director Kratsios
noted in July 2025, the government is uniquely posi-
tioned for this role because “we have experts in these
spaces” with deep domain knowledge of CBRNE risks,
making federal agencies “very well equipped to be
able to supply the subject matter experts to run these
evals and create the testing harnesses within places
like DOE [the Department of Energy].”** While
all agencies will need to expand their Al expertise,
staying abreast of the most advanced capabilities
and the national security implications they may have
demands concentrated, specialized knowledge.

The United States is not starting from a blank
slate on Al risk management. The National Institute
for Standards and Technology (NIST) and the
Cybersecurity and Infrastructure Security Agency
(CISA) have spun up several efforts in this area, from
guidance documents such as the AI Risk Management
Framework and AI Cybersecurity Collaboration
Playbook to broader engagement with private
industry stakeholders.* Sector regulators such as
the Federal Aviation Administration and Food and
Drug Administration have similarly developed proce-
dures.”s The Chief Digital and Artificial Intelligence
Office in the Department of War (DoW) aims to
accelerate adoption of AL The DOE published an
Artificial Intelligence Strategy in October 2025.7

But across all of these efforts, deep technical exper-
tise in Al is required to be effective. Designating a
central hub of technical AI expertise to lead collabo-
ration on Al risk management efforts will help solidify
existing efforts and fill gaps in the current approach.

RECOMMENDATION 1.1

Designate CAISI as the federal government’s
interagency lead for Al risks.

CAISI has emerged as the natural hub for this exper-
tise. Founded in November 2023 as the AI Safety
Institute, it was restructured into CAISI in June 2025
to align with the Trump administration’s pro-inno-
vation Al strategy.”®® The Al Action Plan reinforces
CAISP’s role in technical Al analysis by designating
it as the lead agency for initiatives requiring deep
expertise and sustained engagement with frontier
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AT companies.’® In particular, the AI Action Plan
gives CAISI the mandate of working with relevant
agencies to evaluate frontier Al systems for national
security risks, including CBRNE capabilities, as well
as novel security risks.”® These are areas that can be
thoroughly assessed only with government expertise
and classified data. As the lead on interagency Al risk
management, CAISI would complement, rather than
replace, other agencies’ domain specific expertise and
work collaboratively across government.

This approach yields multiple strategic benefits.
Evaluating U.S. AI models, particularly predeploy-
ment, offers a preview of the future AI security
landscape beyond just the capabilities of individual
systems. While predicting exactly when AI models
will achieve specific capabilities remains challenging,
history shows a consistent pattern: Once frontier
models demonstrate a capability, that same capa-
bility reliably appears in foreign, cheaper, and/or
open-weight models within a short period of time.™
Understanding the current frontier provides insights
into the capabilities that will likely be available to a
broader range of actors in the near future, allowing
the government to take proactive actions for societal
resilience when appropriate.”

With all information sharing from the private
sector to the government currently being voluntary,
CAIST’s success depends on maintaining positive
and collaborative relationships with frontier AI

Office of Science and Technology Policy Director Michael Kratsios and Chair of the
President’s Council of Advisors on Science and Technology David Sacks join President
Donald Trump at the Winning the Al Race event commemorating the release of the Al
Action Plan. (Chip Somodevilla/Getty Images)

developers—something the organization already is
working to foster. In September 2025, both OpenAI
and Anthropic released blog posts with detailed
accounts of their collaborations with CAISI and
UK AISI.™ These accounts reveal that this close
engagement has gone further than red teaming and
evaluating models. For example, both companies
reported that the collaboration helped them identify
vulnerabilities in their jailbreak defense systems, and
Anthropic reported that CAISI and UK AISI helped
strengthen its broader security, risk monitoring, and
response protocols.™

CAIST’s collaboration with international AI
institutes also has been formalized through bilat-
eral agreements. The September 2025 Tech
Prosperity Deal between the United States and
the United Kingdom committed both nations to
“advancing pro-innovation AI policy frameworks”
while “advancing the partnership between the U.S.
Center for AI Standards and Innovation and the UK
Al Security Institute towards a shared mission to
promote secure Al innovation, including through
working towards best practices in metrology and
standards development for AI models.”s

Beyond conducting evaluations and collaborating
with AI companies, the AI Action Plan gives CAISI
a clear role in assessing Chinese models for cen-
sorship and CCP ideology, analyzing potential risks
from using models from adversarial countries, and
developing technical standards
for highly secure AI datacenters.”
CAISI already has taken action
in this space. In late September
2025, CAISI published an eval-
uation comparing leading U.S.
models with those of DeepSeek—a
leading Chinese AI lab."” Using a
mix of public and self-developed
benchmarks, CAISI found that
DeepSeek’s models were more
expensive and susceptible to
certain adversarial attacks, and
that they advanced CCP narratives.

CAISI’s collaboration with
DARPA and the National Science
Foundation (NSF) on a devel-
opment program “to advance
Al interpretability, Al control
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Ensuring that models remain
controllable and robust against
manipulation will be vital if the
United States is to safely deploy
Al in critical systems.

systems, and adversarial robustness” will further
strengthen its technical expertise.”® Even as Al
systems improve, they fundamentally remain black
boxes; even leading AI researchers cannot fully
explain why a model produces a certain output.”
This literal blind spot is one of the largest inhibitors
to creating provably safe and secure AI models.*
Similarly, ensuring that models remain controllable
and robust against manipulation will be vital if the
United States is to safely deploy Al in critical systems.
While the private sector and researchers have made
some progress in these areas, they remain unsolved
technical problems germane to national security
interests.

To carry out these responsibilities, CAISI must be
equipped with the capacity to rigorously interrogate
and evaluate Al models and to deliver trusted tech-
nical advice across government. Given the breadth

Figure 4 | Committed Funding for AI Safety Institutes in 2024%%°
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The United States has committed significantly less funding to its Al institute compared
to international peers. While funding structures differ—the European Union and Canada
provided one-off investments while the United Kingdom offers ongoing support—the

disparity remains stark.

*FY 2024 funding for the Center for Al Standards and Innovation (CAISI) is unclear. Appropriations documents

indicate $10 million, but the actual committed level may be closer to $6 million.

of Al capabilities, CAISI should play a key role in
coordinating with a broad range of stakeholders and
distributing situational awareness while preserving
agencies’ abilities to develop specialized Al capabil-
ities within their own missions. Properly resourced,
empowered, and working closely with relevant
agencies, CAISI can serve as the federal government’s
focal point for AI situational awareness and play
a decisive role in safeguarding U.S. security while
advancing innovation.

RECOMMENDATION 1.2

Fund CAISI sufficiently to execute
its critical role.

The AI Action Plan’s ambitious goals for CAISI stand
at odds with fiscal realities. NIST historically has faced
financial pressures, lacking the personnel and equip-
ment necessary to fulfill its mission.”" In fiscal year
(FY) 2025, NIST received just under $1.1 billion, of
which only $10-20 million went to CAISI."*> Current
budget proposals do not increase CAISI’s funding for
FY 2026. This funding envelope pales in comparison
to the AI institutes of international counterparts
(Figure 4). After an initial $134 million, the UK AISI
will receive $88 million
for FY 2026.2 The EU Al
Office was provided with
$54.2 million to begin oper-
ations and now employs
more than 100 experts.’
The U.S. government
should fund CAISI to the
tune of $59.2 million per
year (see the appendix).
This is critical if the United
States wants to shape Al
and be able to set “smart
rules.”¢ Al is inherently
dual use, and its national
security implications are
a matter of when, not if.
Converting the strength of
America’s private Al sector
into strategic advantage
requires that the govern-
ment be able to understand
frontier capabilities and

United Kingdom
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ensure they serve the interests of the United States,
not those of its adversaries. Providing CAISI with $59.2
million in funding still would equate to less than half
a percent of total private investment in Al in 2024."7

This level of resourcing is also a critical pre-
condition for attracting high quality talent. CAISI
cannot execute the AI Action Plan’s goals without
access to leading AI experts. While the AI Action
Plan orders agencies to prioritize the recruitment of
leading AI researchers, they struggle to attract the
talent necessary to upholding this directive.””® The
challenge of competing with industry for talent is
particularly acute for the evaluation of frontier Al
models: The same expertise necessary for designing
and conducting evaluations is needed for the more
lucrative work of training and refining state-of-the-art
models.’

This struggle stems in part from the government’s
inability to match private sector salaries. In NIST’s
FY 2025 congressional budget submission, the high-
est-paying role under the AI evaluations budget
umbrella, which included the former iteration of
CAISI, was $164k per year.*® As of November 1, 2025,
arole on OpenAl’s evaluation team pays $200-$370k,
plus equity.”®'

The AI Action Plan seeks to address this chal-
lenge through collaborative approaches that tap into
external expertise. For example, the plan recom-
mends convening the DoW, DOE, CAISI, Department
of Homeland Security (DHS), and NSF with academic
partners to “solicit the best and brightest from U.S.
academia” to test and evaluate AI systems.’** This
crowdsourcing model provides valuable insights
and competitive incentives, channeling them to the
relevant agencies.

Federally funded research and development
centers (FFRDCs) offer another promising avenue
for accessing specialized expertise. These institu-
tions operate under a unique model designed to
address complex, long-term research challenges that
neither government staff nor traditional contrac-
tors can adequately handle.”® What makes FFRDCs
particularly valuable is their privileged access to gov-
ernment data, facilities, and personnel, including
sensitive and proprietary information that would
be typically unavailable to contractors. This access
enables deeper integration with government opera-
tions while maintaining technical independence. As

of November 1, 2025, there are 44 such institutions.’
The Department of Commerce’s existing partnership
with the MITRE Corporation to operate the National
Cybersecurity Center of Excellence demonstrates
how this structure can work for emerging technology
challenges.” Enlisting technical talent through this
FFRDC could help unblock talent bottlenecks.

Still, these efforts must complement, rather than
replace, internal government expertise. With the
classified nature of many national security risks and
capabilities, the government will need to monitor and
limit what can be done externally. Ultimately, CAISI’s
funding and resourcing will determine whether the
U.S. government will develop the capacity to under-
stand and shape the trajectory of Al or risk being
sidelined from the most transformative technology
of our time.

RECOMMENDATION 2

Strengthen information flows from
frontier Al developers to government.

The U.S. government should enhance transparency
by improving channels for information sharing
between frontier AI companies and the government.
This requires bolstering whistleblower protections
to ensure employees can safely raise concerns about
risks, misconduct, or unreported vulnerabilities.
Ideally, this will help ensure strong adherence to
voluntary reporting. But if evidence emerges that
voluntary measures are proving insufficient, the gov-
ernment should be prepared to establish mandatory
reporting requirements to guarantee timely access to
critical information on emerging Al national security
capabilities and risks.

RECOMMENDATION 2.1

Congress should pass a bill enacting greater
protections for Al whistleblowers.

When an Al system develops novel dual-use capa-
bilities or when safety safeguards break down, those
working most closely with the technology are often
the first to recognize the risks. Yet these individuals—
who represent vital sources of intelligence—face
significant legal and professional risks when raising
Al-specific concerns. For a government that seeks to
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If evidence emerges that
voluntary measures are proving
insufficient, the government
should be prepared to

establish mandatory reporting
requirements to guarantee timely
access to critical information

on emerging Al national security
capabilities and risks.

rely on voluntary reporting to maintain situational
awareness in a rapidly evolving technological land-
scape, robust whistleblower protections are essential
to national security preparedness.

Existing safeguards for blowing the whistle on
financial fraud and corporate misconduct broadly
apply to Al companies, but such general protections
focus on illegal actions and are insufficient to address
AT’s national security risks.”® In other critical indus-
tries, such as finance and pharmaceuticals, specific
whistleblower protections are assured legislatively,
and some states have passed Al-specific protections.’s”

The threat of legal retaliation against whis-
tleblowers could prove a significant barrier to
unearthing evidence regarding national security
threats. High-profile firings at Google, Meta, and
OpenAl have demonstrated tech companies’ will-
ingness to retaliate against those who raise concerns
about internal practices.”® Some companies have
used contractual mechanisms to suppress potential
whistleblowing or unsanctioned communication
with the government.”® In 2024, a group of current
and former OpenAl and Google employees signed a
public letter calling for more whistleblower protec-
tions.* In 2024, anonymous OpenAl employees sent
a letter to the Securities and Exchange Commission
alleging that the company’s hiring contracts and exit
paperwork “forced employees to waive their rights
to whistleblower incentives and compensation, and
required employees to notify the company of com-
munication with government regulators.”+ While
OpenAl released former employees from these agree-
ments after public backlash, such incidents illustrate
how the lack of statutory protections lead to whis-
tleblowers being disincentivized from reporting
potential dangers.™#

Congress has begun to respond to this critical
gap. In May 2025, Senator Chuck Grassley and
Representative Jay Obernolte introduced the bipar-
tisan AI Whistleblower Protection Act (Al WPA).'#
The legislation would extend protections to those
who report “any failure to appropriately respond to a
substantial and specific danger that the development,
deployment, or use of artificial intelligence may pose
to public safety, public health, or national security.”*#
The AT WPA drafts were referred to the relevant com-
mittees in May, but as of November 1, 2025, no further
action has been taken.

Whistleblower protections have the potential
to bolster government’s situational awareness of
emerging Al risks. By creating legal safeguards for
reporting Al-specific risks and prohibiting retaliation,
robust protections would increase the likelihood the
government receives early warning and awareness
of emerging threats. Ensuring patriotic workers at
frontier AI companies feel empowered to speak out,
if national security is at stake, also will help incen-
tivize adherence to voluntary information-sharing
commitments.

RECOMMENDATION 2.2

The OSTP should work with CAISI and other
relevant agencies to develop a plan for
mandating information sharing and testing
for dangerous capabilities, in case voluntary
mechanisms prove inadequate.

While voluntary standards can be implemented
quickly and with minimal friction, they may fail to
deliver the level of transparency needed for national
security. The U.S. government must be prepared to
act decisively to secure access to critical informa-
tion if evidence emerges that voluntary measures are
breaking down. This plan should assess both existing
government powers and authorities to mandate
information sharing and assess whether additional
authorities may be required.

One of the government’s most potent tools for
accessing information from private industry is the
Defense Production Act (DPA). First enacted during
the Korean War, the DPA provides the executive
branch with powers to influence domestic industry for
national defense interests.'s Apart from a handful of
very specific provisions, the DPA must be periodically
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reauthorized by Congress with the last authoriza-
tion being in the National Defense Authorization
Act 2019. This most recent authorization lapsed
on September 30, 2025, and as of November 1, 2025,
Congress has not reauthorized the Act.¥

Among its provisions, section 705 of the DPA
allows the president to order industrial assessments
and subpoena information from industry if neces-
sary for national defense. Between 2018 and 2024,
17 such assessments were conducted.”® In October
2023, President Joe Biden ordered the invocation of
these DPA authorities through section 4.2(a) of his
executive order on Al, mandating regular reporting
requirements on a wide range of issues relating to
the development of dual-use foundation models.*
Critics objected that this invocation stretched DPA
authorities beyond their proper scope for military and
national defense purposes into peacetime regulation
of private industry and did not stem from an urgent
need or lack of congressional attention.’® The Trump
administration’s rescission of the Biden administra-
tion’s Al executive order in January 2025 discontinued
this approach.’s

However, should AI national security capabili-
ties and risks be realized, the targeted use of such
authorities may be more clearly justified. As part of
its contingency planning for mandatory information
sharing, the government should evaluate whether
the DPA is the most appropriate authority for this
purpose, or whether alternative legal frameworks
would be more effective. As part of this, the OSTP
could explore how other tools, such as liability pro-
tections, could incentivize information sharing.

Beyond information sharing, the government also
should prepare mechanisms to require testing and
evaluation of AI systems for dangerous capabilities

before deployment, from both companies and third
parties (including government in areas that require
national security expertise). A mandatory testing
regime would ensure that developers cannot deploy
systems with dual-use capabilities without first
demonstrating that adequate safeguards are in place.
This approach would formalize current voluntary
commitments, while providing the government with
direct visibility into the most concerning capability
thresholds before they enter widespread use.’s*

These recommendations will complement other
existing initiatives that contribute more broadly
to situational awareness. One key example is the
National AI Research Resource (NAIRR) pilot, which
expands access to compute and other resources for
researchers across U.S. universities.'> By enabling
a broader pool of researchers to experiment with
frontier Al capabilities, NAIRR ultimately increases
the scientific understanding of AI systems in a way
that could prove useful to situational awareness. This
expanded network of evaluators and experimenters
can uncover novel applications or overlooked risks
that government and private companies otherwise
may not prioritize. Another relevant mechanism is the
establishment of regulatory sandboxes or AI Centers
of Excellence, where innovators will be able to deploy
and test new tools in more relaxed regulatory envi-
ronments in exchange for open sharing of data and
results.’s*

These initiatives strengthen situational aware-
ness by ensuring the federal government receives
critical information from the private sector and has
the capacity to evaluate it. But awareness alone is
not enough. Without the ability to act quickly and
decisively, even the best intelligence and insights
will fall short.
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KEY CAPACITY:
POLICY AGILITY

EQUIPPED WITH situational awareness about
emerging Al capabilities and risks, the government
also must be able to act quickly when developments
demand immediate policy action. While situational
awareness reveals what threats and capabilities are
on the horizon, agility determines whether the gov-
ernment can respond in time to manage them. The
stakes are too high to rely solely on slow-moving
congressional processes when gaps in existing
national security protections are identified. Without
this capacity, even perfect situational awareness
is meaningless. Awareness of emerging threats is
necessary, but not sufficient, to deliver the kind
of “smart rules” President Trump has called for.'ss
To succeed, the government requires institutional
mechanisms that allow it to act before risks are
realized.

Government agility in the AI era means having
clear authorities and streamlined decision-making
processes that enable policies and strategies to
be rapidly adjusted. Frontier AI capabilities may
emerge suddenly and unpredictably, often catching
even technical experts off guard. The government
must be equipped to pivot quickly, updating its
policies and actions to keep pace with technolog-
ical change. The challenge extends beyond simply
having the right tools available; it demands a cultural
shift within government. Traditional bureaucratic

processes that prioritize extensive deliberation
over speed may prove inadequate when Al capabil-
ities can emerge and proliferate within weeks and
months rather than years.

Yet agility must not come at the expense of demo-
cratic accountability. Success will require equipping
America’s democratic institutions to operate at the
pace that emerging technologies demand, rather
than circumventing them. The AI Action Plan
provides important foundations for developing skills

While situational awareness
reveals what threats and
capabilities are on the horizon,
agility determines whether the
government can respond in time
to manage them.

in this domain, particularly in improving informa-
tion flow and interagency coordination. Translating
these recommendations into operational reality will
require sustained effort across the executive branch
and Congress. The government must move beyond
treating Al policy as a purely technical challenge
requiring only expert analysis and recognize it as
an institutional challenge requiring new forms of
coordination, decision-making, and rapid response.
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RECOMMENDATION 3

Establish an interagency Al National
Security working group, co-led by
the OSTP and the NSC, to strengthen
intragovernment coordination on Al
national security risks.

The complexity and pace of modern Al develop-
ment requires unprecedented coordination across
the federal government. No single agency can inde-
pendently manage the full range of national security
risks and opportunities AI presents. While CAISI can
serve as the government’s hub of technical expertise,
effective preparedness requires strong collaboration
across intelligence, defense, homeland security, law
enforcement, and regulatory agencies.

History underscores the dangers of poor govern-
ment coordination.’® National security failures often
arise not from a lack of intelligence, but from failures
to integrate and disseminate it. This challenge is
particularly acute with classified information, where
strict “need-to-know” protocols can lead to over-
caution and undersharing. Following the September
11, 2001, terror attacks, an independent commission
concluded that the government already possessed
the intelligence necessary to anticipate the attacks
but that information was siloed across agencies, pre-
venting a coherent picture from emerging.’ The Al
Action Plan acknowledges this challenge by directing
agencies to “prioritize, collect, and distribute intelli-
gence on foreign frontier Al projects that may have
national security implications.”s® It explicitly calls
for a greater information sharing, bringing together
expertise from the intelligence community, the DOE,
CAISI, the NSC, and the OSTP.

The federal government already maintains inter-
agency coordination mechanisms that could serve as
models. The Cyber Response Group (CRG), estab-
lished by presidential memorandum in 2016, brings
together senior representatives from across the
national security community to coordinate policy
development and incident response for significant
cyber threats.”® Critically, the CRG operates on an
ongoing basis, not just during crises. It meets reg-
ularly to develop policies and strategies, receive
updates from federal cybersecurity centers, and
resolve coordination issues before they become

emergencies. When significant incidents do occur, the
CRG can activate enhanced coordination procedures
and stand up a Cyber Unified Coordination Group
for operational response, such as during the 2020
SolarWinds breach.*® An Al-focused coordination
body could adopt similar structures while addressing
the distinct technical and policy challenges posed by
advanced AI systems.

The AI Action Plan also directs the federal govern-
ment to strengthen coordination mechanisms more
broadly. For example, it formalizes the Chief Artificial
Intelligence Officer Council (CAIOC) as “the primary
venue for interagency coordination and collabora-
tion on AI adoption” within the government, which
will allow agencies to harmonize adoption rules and
standards.*®"

Yet, adoption-focused coordination is not suf-
ficient for national security preparedness. The
government also needs a dedicated AI and National
Security Group that focuses explicitly on identifying
and managing national security risks and opportu-
nities. This group should complement, but remain
distinct from, the CAIOG, since the expertise required
for national security policymaking differs from that
needed for internal adoption and regulatory compli-
ance. Convened and overseen by the OSTP and the
NSC—with close collaboration from CAISI and par-
ticipation from the national security community and
other relevant agencies—this group would ensure that
the right actors are informed, connected, and engaged
in shaping timely responses to Al-driven risks.

The AI Action Plan further outlines pathways
to improve information flows between technical
assessment bodies and policy agencies, strengthen
connectivity with the private sector, and create new
links between the intelligence community and the
Bureau of Industry and Security for export controls.’
These measures represent important building blocks
for agility, ensuring situational awareness can quickly
reach the agencies best positioned to act.

However, the AI Action Plan still falls short. Its
reforms are largely limited to improving informa-
tion sharing and coordination, without addressing
what happens when situational awareness reveals that
current policy settings are dangerously inadequate.
Missing are mechanisms for rapid policy changes
when AI models cross critical thresholds or exhibit
national security-relevant capabilities.
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RECOMMENDATION 4

Prepare contingency planning for Al
risk scenarios to allow expedited policy
action.

Even with strong coordination, current regulatory
processes likely will be too slow to keep pace with
AT development. Standard federal rulemaking typi-
cally includes 60-day comment periods and extensive
interagency review processes that can stretch policy
implementation across multiple years.** Major leg-
islation moves even more slowly. The CHIPS Act
took over a year to pass through Congress. Typical
regulatory rulemaking can take two to three years
from proposal to final implementation.’** While exec-
utive orders can direct agencies to act more quickly,
the policies they commission still require time to
develop and implement. In the 180 days between
President Trump’s January 2025 executive order and
the delivery of the July 2025 AI Action Plan it com-
missioned, the time horizon of software engineering
tasks Al models were capable of completing nearly
tripled. During that same period, the leading model’s
performance on SimpleBench—a benchmark for basic
reasoning tasks where unspecialized humans can
outperform Al—jumped from 41.7 percent to 62.4
percent.’s

The government cannot afford to remain reactive—
crafting policy only after high-consequence capabilities
already have emerged and proliferated. Once systems
with serious national security implications are
deployed, retroactive restrictions become techni-
cally, economically, and politically far more difficult.
For example, if a model capable of automating cata-
strophic cyberattacks has its model weights openly
released, clawing back such capabilities would be vir-
tually impossible. The costs of delayed planning are
evident in existing response frameworks: The National
Cyber Incident Response Plan, first published in 2016,
went eight years without substantive revision despite
dramatic changes in the threat landscape.®® The 2023
National Cybersecurity Strategy explicitly called for an
update to address this gap, but the delay demonstrates
how planning documents can become outdated when
not regularly maintained.*” A draft update was pub-
lished for comment in late 2024, but no permanent
updates have been made as of November 1, 2025.

To enhance preparedness, the AI and National
Security Group (as previously proposed) informed by
CAISI’s evaluations, should develop and update policy
playbooks proactively—distinct from incident response
playbooks (see the incident response section). These
playbooks should map out the authorities and levers
available to the government to respond to various
emerging Al risks and capabilities. They also should
include detail on escalation pathways to ensure key
decision makers are kept informed of emerging

Once systems with serious
national security implications
are deployed, retroactive
restrictions become technically,
economically, and politically far
more difficult.

risks. Where needed, these playbooks could incorpo-
rate privileged and classified information, ensuring
holistic planning for high-consequence scenarios.
While some of this work already may be occurring
across government, centralizing and formalizing the
process would ensure a coordinated, whole-of-gov-
ernment approach and enable rapid action when
required.

RECOMMENDATION 5

Establish regular congressional reports
by the Al National Security interagency
working group to ensure Congress

is aware of emenrging risks and policy
options.

Executive branch agencies require congressional
authorization to secure new powers or advance
legislation in support of Al national security. As
OSTP Director Michael Kratsios underscored in a
September 2025 hearing, “The administration can
only promote and protect America’s position as the
global AI standard setter with the legislative branch’s
support.”® For this reason, Congress must remain
informed about the AI risk landscape, the statutory
limits agencies face, and the authorities they may
need to respond effectively.
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Office of Science and Technology Policy Director Michael
Kratsios testifies during a Senate hearing on the Al Action Plan
on September 10, 2025. (Andrew Caballero-Reynolds/AFP via
Getty Images)

A proven mechanism for this is congressionally
mandated reporting. Congress frequently directs
agencies to provide reports to exercise oversight and
inform legislative decisions.””” These can take several
forms: notification requirements that alert Congress
to specific actions, descriptive reports providing factual
information about agency activities and program
operations, strategic plans, and studies or evaluations
that address forward-looking concerns and emerging
issues, often including recommendations for legislative
action."”!

Congressionally mandated reports often are
one-time analyses of specific issues or situations. The
National Defense Authorization Act for FY 2019, for
example, ordered the formation of a National Security
Commission on Artificial Intelligence that produced
an almost 8oo-page report on Al advancements."”>
However, it is not uncommon for reports to recur—
from as frequently as one a month to every five years.

Mandated reporting would serve two critical
purposes. First, it would ensure Congress remains
informed about the national security implications of AI
and emerging capabilities, and the work that agencies
are conducting to monitor and address these risks.
Second, more expansive reports could allow agencies to
recommend congressional actions necessary to address
emerging risks. Such reports could be wholly or par-
tially classified, enabling agencies to justify sensitive
requests. Directing reports through a single interagency

working group, rather than fragmenting responsibili-
ties across agencies, could help minimize the burden
on agencies.

Reports on Al and national security initially could
be conducted quarterly, with the option for greater
frequency should risks escalate. These reports
ideally should contain analysis of the current state
of Al progress and its national security implications,
an overview of agency actions to manage risks and
opportunities, an assessment of residual risk, and any
recommendations for further policy action. Congress
also could establish “triggers” requiring more in-depth
reports if specific issues arise. Releasing unclassified
versions of these reports would provide valuable
context to external stakeholders and support deeper
research on emerging issues.

An informed Congress also would be better
positioned to support expedited policy action.
Streamlined parliamentary procedures already exist
that allow legislation to bypass or shorten traditional
processes.'”? Using these fast-track mechanisms is
common, especially for uncontroversial measures
or in emergencies. In 2025, for example, a resolution
designating a “National Whistleblower Appreciation
Day” passed via unanimous consent.” The CARES
Act, introduced in March 2020 in reaction to the
COVID-19 pandemic, took slightly over a week from
beginning negotiations to final signing by the presi-
dent using a mix of fast-track procedures.””s

Together, these measures would equip the govern-
ment with both the internal mechanisms to act swiftly
and the legislative support necessary to translate
situational awareness into timely, effective policy.

RECOMMENDATION 6

Work with allies and partners
to harmonize policy approaches
to identified Al risks.

Policy agility must extend beyond domestic author-
ities to include the capacity to rapidly adjust
diplomatic strategies with allies and competitors
to respond to new Al developments or incidents.
Because Al development and its associated security
risks are inherently international, unilateral responses
may be insufficient or even counterproductive.
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Examples of Preexisting Authorities to Expedite Policy Actions

The need to expand government powers
during periods of crisis is not a problem
unique to Al risks. Since the country’s
founding, the United States has devel-
oped a complex array of mechanisms
designed to allow the government to
bypass traditional processes to address
dangers, with the checks and balances
critical to U.S. democracy maintained by
a mix of constitutional, judicial, and polit-
ical restrictions.

National Emergencies Act

The National Emergencies Act (NEA) is
the foundation of executive emergency
powers and serves as the central stat-
utory grounding for unlocking a vast
array of governmental authorities.”®
Established in 1976, the NEA itself does
not grant new powers to the executive
branch. Instead, it acts as a gateway,
enabling the president to activate over
130 separate statutes and authorities
already embedded in federal law—most
of which are dormant absent an emer-
gency declaration.””” The NEA was not
designed for any specific class of emer-
gencies, serving instead as a procedural
framework that has been used to respond
to a broad range of perceived crises,
from natural disasters to foreign policy
challenges to economic disruptions.

Defense Production Act

The Defense Production Act (DPA)
provides the president with broad power
over domestic industries in times of
national emergency."”® While a declared
national emergency is not necessary for
the president to leverage DPA powers,
its provisions often have been used in
tandem, such as when the DPA was used
to prioritize the production of health-
care equipment during the COVID-19
pandemic."”®

The Al Action Plan explicitly recog-
nizes the DPA’s potential application
to infrastructure development and
deployment. The plan recommends the
administration use Title Il of the DPA,
among other authorities, to encourage
the development and deployment of novel
manufacturing technologies.® Beyond
the Al Action Plan’s recommendations,
DPA powers could be leveraged to enable
agile actions to mitigate or respond to
Al national security threats, especially in
narrow cases where the defense indus-
trial base is directly involved.”® As of
November 1, 2025, the key authorities in
the DPA have expired, and Congress has
not yet passed a reauthorization.

International Emergency
Economic Powenrs Act

The International Emergency Economic
Powers Act (IEEPA) offers the president

targeted capabilities for regulating
international transactions. Unlike the
DPA, the IEEPA can be used only with the
declaration of a national emergency. It
specifically requires that emergencies
originate “in whole or substantial part
outside the United States.””® The IEEPA
has been the primary statute invoked in
65 of the 71 emergencies declared under
the NEA since 1976, making it the most
frequently used emergency authority.’®
It has been used to sanction foreign
entities, to require that the govern-
ment review certain U.S. international
business transactions, to block Russian
ships from entering U.S. ports, and, in a
proposed Department of Commerce rule,
to require cloud computing providers to
verify the identity of foreign custom-
ers.’® For rapid policy responses that
require preventing adversarial states
from accessing U.S. Al capabilities, the
IEEPA might play a key role.

Agency-Specific Actions

Some individual agencies also have specific
emergency authorities. For example,
the Department of Homeland Security
(DHS), through the Cybersecurity and
Infrastructure Security Agency (CISA),
can issue Binding Operational Directives
and Emergency Directives that compel
federal civilian executive branches to take
action to mitigate a “known or reasonably
suspected information security threat,
vulnerability, or incident that represents
a substantial threat to the information
security of an agency,” bypassing normal
administrative processes when war-
ranted.’”®® The DHS was provided these
powers through the Federal Information
Security Modernization Act of 2014;
they were delegated to CISA after its
founding in 2018."8¢

Binding Operational Directives are
used to address broad systemic vul-
nerabilities and mandate general
cybersecurity improvements to manage
known risks. Agencies are given a rea-
sonable period of time to comply with
specified requirements, ranging from a
few days to a month depending on the
task.”® Emergency Directives are used in
emergency situations and require com-
pliance within hours or days. These are
issued in response to active, substantial,
and present cybersecurity threats. In
2024, for example, CISA ordered that all
instances of an enterprise VPN be dis-
connected from federal civilian executive
branch systems within two days after the
provider disclosed a critical vulnerability
on a public database.®®

The largest limitation of CISA’s direc-
tives is their explicit scope. Specially
designated “national security systems,”
such as intelligence community or

military operational systems, are exempt.
Similarly, CISA’s orders only apply to
federal civilian executive branches and
private entities operating systems on
behalf of the government, but not to inde-
pendent agencies. The ordered actions
cannot conflict with National Institute of
Standards and Technology guidelines and
must adopt “the least intrusive means
possible” for the “shortest period prac-
ticable.”®® Nevertheless, these directives
are publicly shared, and other groups
outside CISA’s remit, such as the private
secton, are encouraged to follow their
guidance.” The National Security Agency,
which has the power to compel similar
cybersecurity measures for national
security systems, works closely with CISA
to issue cybersecurity guidance.™

Expedited Rulemaking

Federal agencies can enact or rescind
rules rapidly. Under the Administrative
Procedure Act (APA), agencies are
required to publish rules no less than
30 days before the effective date in the
Federal Register.’® However, the APA
contains a “good cause” exception, which
allows agencies to shorten or waive the
comment period—known as a notice of
proposed rulemaking—when “impracti-
cable, unnecessary, or contrary to the
public interest.”%®

This exception often is used for routine
administrative determinations, such as
fee schedules or statistical methodology
updates, that are of little interest or have
no impact on the public. Such rulemaking
often is termed as a direct final rule,
which is shorthand for such uncontro-
versial rules. Direct final rules often
come with a clause that the regulation
will enter into force unless the agency
receives a single adverse comment.'®* A
related action consists of interim final
rules, which utilize the good cause excep-
tion but invite public comment after the
fact and may modify the rule.”®® However,
forms of expedited rulemaking, particu-
larly interim final rules, have come under
scrutiny for overuse and being used as
a method to fast-track controversial
regulations.®

Congress also can compel agencies to
act with speed. Legislation may require
agencies to forgo standard notice and
comment procedures, impose strict
deadlines for completing rulemakings,
mandate that regulations be updated at
specified intervals, or require periodic
reviews of existing rules. These con-
gressional directives provide another
mechanism for ensuring agencies can
respond rapidly to emerging challenges
or evolving technological landscapes.”
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Some policy actions will be effective only when
they are mirrored by partners and allies. For example,
the effectiveness of export controls on advanced
AT chips hinges on adherence and buy-in from
other key partners in the supply chain, including
the Netherlands and Japan.®® Likewise, national
security implications of Al capabilities increas-
ingly will shape the focus of collaborations like Five
Eyes and the Australia-UK-U.S. trilateral security
partnership (AUKUS). Such partnerships are best
supported by proactive and candid engagement. As
AT capabilities advance, the United States, through
the intelligence community and the departments of
State and Commerce, should continue to engage with
allies and partners on emerging Al risks and national
security opportunities, aligning policy approaches
where it makes sense to do so. Collaboration should
extend to existing multilateral organizations that the
United States has influence over, including the Gy
and Organisation for Economic Co-operation and
Development. This engagement also would support
the U.S. government’s situational awareness and
incident response capacities.

The Trump administration already has emphasized
that international engagement on Al security issues is
not mutually exclusive with innovation and progress.
The AI Action Plan, for example, says that “Al will
unlock nearly limitless potential in biology,” as well

as “create new pathways for malicious actors to syn-
thesize harmful pathogens and other biomolecules.”
At his 2025 address to the United Nations, President
Trump said that, despite the recent pandemic, “many
countries are continuing extremely risky research
into bio-weapons and man-made pathogens.”**° He
announced his administration will lead efforts in
“pioneering an Al verification system that everyone
can trust,” which he hopes will “be one of the early
projects under AL”>

Developing such verification systems, however, is
technically challenging and has been a barrier limiting
verification and compliance measures under global
treaties such as the Biological Weapons Convention.
A robust and global verification system will require
significant research and development. This Al inno-
vation can help manage emerging risks.>*

This kind of careful innovation further provides
direct national security benefits, according to Director
Kratsios, with “Al technology [having] revolutionary
applications for war and for peace.”* But its abuse
nevertheless can “erode deterrence, create desta-
bilizing effects, and reinforce systems of political
control and social engineering,” unless its applica-
tions are “consistent with the highest standards of
privacy, civil liberties, transparency, and protections
found in the laws of the United States.”>**

President Donald Trump and other world leaders attend the annual G7 Leader’s Summit in Kananaskis, Alberta, Canada, on June 16,
2025. (Chip Somodevilla/Getty Images)
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KEY CAPACITY:
INCIDENT
RESPONSE

A CRITICAL COMPONENT of an Al preparedness
regime is incident response—the capacity for gov-
ernment to effectively contain, respond to, and learn
from, significant AI incidents that materialize. The
trajectory of Al progress and its capabilities is highly
uncertain. Even with strong visibility into AI devel-
opments and mechanisms for rapid policy action,
unforeseen events still may arise that could have
major consequences for U.S. safety and security.

As Al becomes embedded in critical infrastructure
and systems across society, the potential for severe
incidents grows, ranging from autonomous cyberat-
tacks on essential services and critical infrastructure
to unreliable AI systems that compromise public
safety. In such crises, the government must be ready
to step in swiftly to uphold national security. Poorly
managed large-scale incidents not only could cause
direct harm, but also erode public trust in Al, jeopar-
dizing U.S. technological progress and leadership.>*s
The Trump administration has acknowledged the
importance of an Al incident response regime in the
AT Action Plan: “If [AI] systems fail,” the government
needs to be prepared to ensure that “the impacts to
critical services or infrastructure are minimized and
response is imminent.”2°¢

RECOMMENDATION 7

Build stronger interconnectivity
between the range of agencies and
stakeholders that would need to
coordinate a response to an incident.

Effective incident response requires robust coor-
dination mechanisms that connect the full range
of stakeholders who need to collaborate during an
Al-related crisis. Such an incident could impact
critical infrastructure, financial systems, and national
defense simultaneously in ways that necessitate intra-
governmental response. Building the connective
tissue between government agencies, AI compa-
nies, infrastructure operators, and other key actors
before an incident occurs will be essential for rapid
and effective response when crises emerge. While
Recommendation 4 focuses on preparing policy
playbooks that outline authorities and levers for the
government to adjust policies to account for emerging
risks, these recommendations focus on strengthening
the relationships, communication channels, and oper-
ational coordination capabilities needed to execute
an effective response across the public and private
sectors should an incident occur.

RECOMMENDATION 7.1

Engage Al companies and experts in updating
the CISA incident response playbooks.

The AI Action Plan directs agencies, including the
DHS, CAISI, and the Office of the National Cyber
Director, to update CISA vulnerability and incident
response playbooks to “incorporate considerations
for Al systems” and include requirements for greater
engagement across chief information security officers,
chief Al officers, other officials, and CAISI.>” These
playbooks outline how federal agencies can respond
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to major cyber incidents—defined as “any incident
that is likely to result in demonstrable harm to the
national security interests, foreign relations, or the
economy of the United States or to the public con-
fidence, civil liberties, or public health and safety of
the American people.”*®

The vulnerability response portion of the play-
books addresses urgent, high-priority vulnerabilities
that are actively being exploited “in the wild.” It
focuses on a structured and standardized process for
assessing risks and rapidly mitigating threats, offering
agencies clear instructions for proactively fixing vul-
nerabilities. The incident response portion applies to
confirmed or suspected malicious cyber activity. It
also uses a structured, step-by-step process modeled
on NIST guidance to help agencies identify, contain,
and remediate security incidents. Together, and once
updated with Al-specific guidance, these playbooks
could play a key role in supporting agencies to play a
role in containing the spread of Al incidents and miti-
gating their impact. Expanding these resources to the
AT context is a smart move to increase preparedness
for Al incidents.

In collaboration with the OSTP and CAISI, the
updated playbooks should establish a clear, opera-
tional definition of what constitutes an “Al incident”
for federal response purposes. CISA’s Joint Cyber
Defense Collaborative (JCDC) AI Cybersecurity
Collaboration Playbook, published in January 2025,
offers a starting point with its working definition of
“Al cybersecurity incident,” but a more comprehen-
sive framework is needed to capture the full range
of Al-related security events that may require coor-
dinated federal response.>® This definition should
distinguish between incidents arising from Al systems
being attacked or compromised, incidents where Al
capabilities are used as attack vectors, and incidents
where Al system failures or misuse create cascading
risks to critical infrastructure or national security.
Establishing this definitional framework early will
ensure consistency across agencies and enable more
effective information sharing.

However, effective updates will require input from
outside government, particularly while CAISI is still
building capacity. Leading AT companies and compute
providers will likely be among the first to detect,
monitor, and respond to Al-related incidents. In
updating and maintaining these playbooks, agencies

should draw on both the depth of CAIST’s technical
expertise as well as the expertise of these companies.
Given the near-term nature of Al-enabled cybersecu-
rity risks, CISA’s playbooks are a critical framework
that can be directly adapted to strengthen readi-
ness and later extended to address other Al-related
national security risks.”®

RECOMMENDATION 7.2

Ensure the Al Information Sharing and
Analysis Center also includes representatives
from the Al industry.

The AT Action Plan directs the DHS to establish an
Al Information Sharing and Analysis Center (AI-
ISAC) to “promote the sharing of Al-security threat
information and intelligence across U.S. critical
infrastructure sectors.”” Information Sharing and
Analysis Centers (ISACs) are member-driven orga-
nizations that provide a forum for industries to
voluntarily share cybersecurity threat data with each
other and with the government to improve collective
security.”* ISACs are typically private sector-led but
enabled by government policy, and they often work
hand in hand with public agencies.”? This initiative
would be a useful first step in leveraging the proven
ISAC model to address the unique challenges posed
by AI vulnerabilities.

However, Al-specific companies often are less
familiar with the sensitivities of critical infrastruc-
ture and have limited experience engaging with
government. An AI-ISAC is an opportunity to bring
them into this collaborative structure, build essential
connective tissue, and strengthen the public-private
partnerships needed to respond to large-scale Al
incidents.

Given the importance of critical infrastructure
to the national security and overall operation of the
country, an Al incident affecting critical infrastructure
is a good proxy for a larger major incident. AI inci-
dents could occur for many other reasons and impact
sectors beyond simply critical infrastructure, but this
framework could be a good starting point. Moreover,
the legally flexible nature of ISACs means that an
AI-ISAC could be expanded to include members
beyond strictly critical infrastructure sectors.

The effectiveness of this model depends heavily on
the legal frameworks that protect shared information.
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Through the Critical Infrastructure Information Act
of 2002, and later, the Cybersecurity Information
Sharing Act of 2015, any proprietary information
shared with the DHS is protected from public dis-
closure via Freedom of Information Act requests,
discovery, or regulatory use, including in civil liability
and antitrust cases.” Once inside the government,
information cannot reach the public record.

On September 30, 2025, the Cybersecurity
Information Sharing Act lapsed.”s As of November
1, 2025, this critical legal framework has not yet
been reauthorized, creating legal uncertainty that
could undermine AI-ISAC effectiveness from launch.
Congress should prioritize reauthorization of this
measure to support public-private cooperation on
incident response, including for AI incidents.*®

An AI-ISAC presents an opportunity to enhance
private and public understanding of new threats
through a tried and true framework, adapted for new
challenges—if properly implemented. As Al threats
evolve rapidly, the DHS should move swiftly to oper-
ationalize an AI-ISAC with clear governance, funding,
and operational frameworks.

RECOMMENDATION 7.3

Conduct regular tabletop exercises including
government, private sector, and nonprofit
representatives to bolster connectivity
between incident responders across public
and private sectors.

A central tool for building response regimes is the
tabletop exercise (TTX), which is a structured sim-
ulation of incidents. These exercises can be used
to inform the development of preparedness plans,
such as the updated CISA playbooks, as well as to
socialize and develop muscle memory for agencies
and actors to deploy them. Al-specific exercises led
by CISA, informed by the technical expertise of CAISI
and leading AI companies, would bolster incident
response initiatives and uncover critical preparedness
gaps to be addressed.

CISA has experience implementing exercises into
its incident response regime. The JCDC, for example,
is an operational collaboration focused on cyber
defense campaigns and threat information sharing
in real time.*” The JCDC brings together experts
from across the federal government, major tech

and cybersecurity companies, critical infrastructure
owners, and even international partners to plan and
respond to significant cyber threats collectively.

The JCDC recently has conducted two TTXs to
improve CISA’s Al preparedness. The first, conducted
in June 2024, included participants from across the
government, including from the Federal Bureau of
Investigation, the National Security Agency, and
the Office of the Director of National Intelligence;
private industry representatives from companies
such as Microsoft, OpenAl, and Palantir; and inter-
national observers from Australia, New Zealand, the
UK, and Canada.® This TTX, as well as a second
TTX in September 2024, directly informed the AI
Cybersecurity Collaboration Playbook CISA released in
January 2025 to provide guidance for stakeholders
in the AI ecosystem to share information voluntarily
with CISA.*® The JCDC’s efforts not only should
continue but expand as new Al risks and failure
modes emerge.

Beyond traditional TTXs, the government should
support competitive cybersecurity exercises such
as Capture the Flag, Attack-Defend, and King of the
Hill tournaments focused on Al systems and critical
infrastructure. These competitions serve multiple
purposes: They generate valuable datasets on Al
vulnerabilities and attack patterns, create market
demand for open-source Al security tools that benefit
both government and industry, and build a skilled
workforce experienced in defending Al-enabled
systems. This approach aligns with the AI Action
Plan’s recommendation for AI hackathons while
offering more sustained engagement and concrete
outputs. Such competitions could be integrated into
existing frameworks or developed as specialized Al
security challenges in partnership with academic
institutions and industry. The federal government
could conduct more adversarial exercises to stress
test AI companies’ readiness to respond to national
security risks, similar to how regulators stress test
banks.>°

Together, initiatives such as TTXs, ISACs, and
updated playbooks lay the foundation for effective
information sharing and incident preparedness.
Yet these alone are not sufficient. A robust incident
response regime also must include mechanisms to
capture lessons from near misses and real-world
incidents and feed those lessons back into updated
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policies and preparedness frameworks. Building
this feedback loop will be essential to ensuring U.S.
policy remains aligned with the rapidly evolving Al
landscape.

RECOMMENDATION 8

Establish a mechanism for post-
incident review and lesson learning.

Effective incident response requires not only imme-
diate containment capabilities but also mechanisms
for learning from failures and near misses. For Al
incidents, which likely will involve novel failure
modes and complex attribution challenges, devel-
oping robust post-incident learning capabilities
becomes even more critical. In many cases, it may be
unclear whether a cyber, bio, or other security-related
incident is Al-driven at all. Without a systematic
process for investigation, there is a risk that early
warning shots could be missed until it is too late.

The Cyber Safety Review Board (CSRB), despite
its limitations, offers the most relevant precedent
for technical incident review. Directed via executive
order in 2021 and established the following year,
the CSRB brought together up to 20 members from
federal agencies and private sector companies such
as Microsoft, Google, and CrowdStrike to form an
advisory committee within the DHS. Following “sig-
nificant cyber incidents” or at the behest of executive
or agency leaders, the CSRB could convene to inves-
tigate the incident, then publicly share findings and
recommendations.”

In May 2023, for example, a major security breach
affected Microsoft’s cloud infrastructure, allowing
state-backed Chinese hackers to access sensitive U.S.
government email accounts and data.*** Technical
details remained opaque even to Microsoft: A blog
post about the incident in September 2023 misat-
tributed the cause of the hack.” The CSRB initiated
an investigation into the incident, releasing their
findings just under a year later in April 2024.
Alongside technical details, the CSRB report wrote
that Microsoft’s “security culture was inadequate,”
and that a “cascade of Microsoft’s avoidable errors
... allowed this intrusion to succeed.””** By publicly
attributing responsibility and demanding improve-
ments, the CSRB performed an accountability

function that internal corporate governance had
failed to provide. This same capability is essential for
Al A robust review mechanism would ensure that
companies cannot hide behind technical opacity, that
lapses are not repeated, and that novel Al vulnerabil-
ities are surfaced before they proliferate.

However, the CSRB’s record also highlights signif-
icant limitations. Since 2021 it has completed only
three major investigations, constrained by part-time
membership, limited resources, and reliance on vol-
untary corporate cooperation.”s These shortcomings
were evident during its ongoing Salt Typhoon investi-
gation into Chinese telecommunications intrusions,
when companies became reluctant to share infor-
mation and the board lacked subpoena authority
to compel disclosure.>® By early 2025, the Trump
administration dismissed CSRB members, citing inef-
ficiencies, with DHS Deputy Secretary Troy Edgar
noting the board “was going in the wrong direction”
but “will be reconstituted at the right time, but as
an organization that continues with its priorities.”?*

In many cases, it may be unclear
whether a cybenr, bio, or other
security-related incident

is Al-driven at all. Without

a systematic process for
investigation, there is a risk that
early warning shots could be
missed until it is too late.

There is an opportunity for the Trump admin-
istration to build on lessons learned from the first
CSRB and establish a more efficient entity to evaluate
potential Al incidents: an Al Security Review Board
(AISRB). This new body should retain the CSRB’s
core mission of post-incident investigation but
with expanded authority and improved efficiency.
Specifically, it should:

® Possess subpoena power to compel disclosure of
information from private actors, while offering
liability protections to encourage cooperation

® Operate with full-time membership drawn from
both the federal government and the private
sector, ensuring capacity for multiple simulta-
neous investigations
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® Establish clear, transparent criteria for incident
selection and member appointments to reinforce
legitimacy and public trust

= Commit to disclosing as much information as
possible without compromising proprietary or
classified details, using standardized procedures
to balance transparency with protection.

An AISRB with these capabilities would ensure that
Al-related incidents are investigated rapidly and rig-
orously, lessons are shared across government and
industry, and emerging risks are addressed before
they escalate into systemic threats.

RECOMMENDATION 9

Engage with international partners,
including adversaries, on best
practices for real-time Al incident
response.

The global and diffuse nature of AI means that, as
in the cyber domain, significant incidents can cross
national borders and hit multiple countries at once.
To safeguard American security, the U.S. government
must develop coordination protocols with both allies
and competitors to share and align on best practice
incident identification, containment, and response.

This engagement can build on existing initiatives
under the AI Action Plan, which directs the United
States to work internationally on proactive standards
and protective measures—efforts that should explic-
itly include incident response.

There are relevant models already in place. At the
end of 2024, CISA released its first International
Strategic Plan for FY 2025-2026, which included goals
to bolster its international incident response capabil-
ities and collaborations.””® One of its commitments

Should Al national security
risks continue to grow, the U.S.
government must be prepared
to collaborate with geopolitical
competitors and foes alike.

is to increase bilateral and international Computer
Security Incident Response Team (CSIRT) engage-
ments to strengthen relationships with foreign
governments’ groups responsible for cybersecurity
incident response. Updating this plan to incorporate
Al-specific incident response would be a natural and
necessary extension, with cyber cooperation serving
as a model for other domains.

Moreover, should AI national security risks
continue to grow, the U.S. government must be
prepared to collaborate with geopolitical competitors
and foes alike. Despite enduring Cold War tensions,
for example, the United States and the Soviet Union
signed on to the Convention on Assistance in the Case
of a Nuclear Accident or Radiological Emergency,
developed following the Chernobyl nuclear plant
accident in 1986.° A similar mindset should guide
U.S. efforts on Al preparedness.

One practical step would be to launch a Track 1.5
dialogue with China, bringing together representa-
tives from government, academia, and industry to
discuss best practices for Al incident response. As the
world’s second leading AI power, China is a critical
partner in addressing these challenges. Incidents
arising in foreign countries could spread rapidly
across national boundaries, making information
sharing essential. While safeguards to protect U.S.
intelligence and strategic interests are critical, such
concerns should not preclude cooperation entirely.
The COVID-19 pandemic offers a stark reminder:
Catastrophes originating in one country can quickly
cascade worldwide.
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AMERICA’S PREPAREDNESS for Al’s national security
risks and the trajectory of its global competitive-
ness will be determined by the choices made in the
coming years. The Trump administration’s AI Action
Plan offers a strong foundation, but realizing its
promise requires sustained commitment to building
a risk preparedness regime that is both robust and
pro-innovation.

Private sector innovation will remain the engine
of U.S. AI leadership. Yet the federal government
must lead on preparing for AI’s national security risks
and ensuring the right safeguards, coordination, and
readiness are in place. The future of AT will be secured
through collaboration, preparedness, and smart rules
applied where they are most needed.

The federal government of the United States
cannot afford to be sidelined from the most transfor-
mative technology of our era. To shape the trajectory
of Al rather than react to it, the government must
build the situational awareness, policy agility, and
incident preparedness necessary to manage both the
risks and the opportunities.

If AI fulfills its potential, it will reshape global
power and redefine international security. America’s
enduring leadership will depend on its ability to antic-
ipate change, adapt quickly, and manage the transition
effectively. Whether the United States leads or lags
in governing AI will define its role in the world for
decades to come.
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APPENDIX:
CAISI FUNDING

The U.S. Al Safety Institute (AISI) was established in
November 2023, the day after President Joe Biden
signed his landmark Al Executive Order on Safe, Secure,
and Trustworthy Development and Use of Artificial
Intelligence.”®® Up to $10 million was designated for the
National Institute of Standards and Technology (NIST)
to fund AISI in the fiscal year (FY) 2024 appropriations
bill under its Scientific and Technical Research Services
account.®®

In July 2024, the Technology Modernization Fund (TMF)
announced an additional $10 million investment in AISI.%*?
The TMF is a federal funding program managed by the U.S.
General Services Administration that awards competitive
grants to federal agencies for projects that modernize
and secure government information technology systems.?
However, TMF grants usually must be repaid in full over a
period of five years.?** As of November 1, 2025, almost 60
percent of the grant has been transferred to NIST and 20
percent has been repaid.?®® What account NIST is paying
the TMF back from—including from the original $10 million
appropriated—is unclean.

Despite efforts to expand funding for initiatives under
President Biden’s executive order, Congress failed to pass
new appropriations for FY 2025 and instead extended the
previous year’s funding levels through a full-year continuing
resolution (CR).2 Lacking specific changes in the CR, NIST
implicitly received the same amount of funding, including
the $10 million for AISI.

In mid-2025, AISI was rebranded as the Center for Al
Standards and Innovation (CAISI).2” As of November 1, 2025,
FY 2026 appropriations remain under legislative debate,
including the possibility of a short-term or even full-year
CR. Funding for CAISl—and NIST more broadly—similarly
remains under debate. President Donald Trump’s budget
request would have cut NIST’s budget by almost a third,
with the House proposing a more moderate cut. The Senate
proposed a small increase in NIST’s funding, including $6
million for CAISI.?® As of November 1, 2025, short-term
continuing resolutions previously under debate in Congress
do not contain any exceptions for NIST, keeping funding the
same as the previous year’s.?*®

CAISI’s funding in FY 2025 made up 0.00014 percent of the
total federal budget. Considering the risks and opportuni-
ties Al poses to America’s national security, ensuring that
CAISI is properly funded is vital. Adequate resourcing is
also key to ensuring CAISI can deliver on the initiatives
it has been charged with as part of the Al Action Plan.
Multiple initiatives, such as hackathons, developing and
conducting evaluations, and disseminating findings to gov-
ernment agencies and private sector partners will require
additional resourcing.

The following outline would increase CAISI’s funding to
$59.2 million per year and includes a breakdown of all costs.

Item Full-Time
Equivalent
Employees
(Total Cost)*
Personnel 100
($34,200,000)
Experts to research and 35
evaluate sector-specific Al ($11,970,000)
capabilities
= Cyber experts 10
= Bio experts 10
= Experts to monitor Chinese 10
Communist Party influence in
models
= Experts to monitor 5
international adversarial risks
General evaluation 20
and Al scientists ($6,840,000)
Information security 10
specialists ($3,400,000)
Leadership 5
($1,710,000)
Liaisons 10
(private sector, intragovernment, ($3,420,000)
international)
Operations and legal 10
($3420,000)
Othenr 10
($3,420,000)
Contracting, grants, $20,000,000
events, and travel
Compute $5,000,000
Total $59,200,000

*Employee costs: The above personnel costs assume a
salary of $190,000, which is just shy of the maximum 2025
reimbursement for a federal employee on the General
Schedule scale. This accounts for the high cost of Al talent
relative to other employees. \We assume a fringe rate (cost
of paid leave, supplemental pay, benefits, insurance, and
retirement savings) of 30 percent, based on recent statis-
tics from the Bureau of Labor Statistics.?*® An additional
50 percent overhead/indirect rate is added to include
indirect costs, for a total combined 80 percent loading on
base salaries. This leads to a total cost of approximately
$342,000 per employee.
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