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FOREWORD 
 
By Robert O. Work  
 
We find ourselves in the midst of a technological tsunami that is inexorably reshaping all aspects of 
our lives. Whether it be in agriculture, finance, commerce, health care, or diplomatic and military 
activities, rapid technological advancements in fields like advanced computing, quantum science, AI, 
synthetic biology, 5G, miniaturization, and additive manufacturing are changing the old ways of 
doing business. And AI—the technologies that simulate intelligent behavior in machines—will 
perhaps have the most wide-ranging impact of them all. 
  
This judgment is shared by many countries. China, Russia, members of the European Union, Japan, 
and South Korea all are increasing AI research, development, and training. China in particular sees 
advances in AI as a key means to surpass the United States in both economic and military power. 
China has stated its intent to be the world leader in AI by 2030 and is making major investments to 
achieve that goal. 
  
The United States needs to respond to this technological challenge in the same way it responded to 
prior technology competitions, such as the space race. U.S. leadership in AI is critical not only 
because technology is a key enabler of political, economic, and military power, but also because the 
United States can shape how AI is used around the world. As this report explains, while AI can be 
used for incredible good by societies, it already is being abused by authoritarian states to surveil and 
repress their populations. And advances in AI technology are enabling future malign uses, such as 
launching sophisticated influence attacks against democratic nations. The United States must make 
sure it leads in AI technologies and shapes global norms for usage in ways that are consistent with 
democratic values and respect for human rights.  
  
This CNAS report offers sensible ways to ensure U.S. leadership in the coming “AI century.” If you 
are seeking a primer on AI or a long argument about its import, look elsewhere.1 This report has a 
bias for action. It is built around a list of concrete recommendations, segmented into seven sections, 
with concise rationale and explanation for each. Together, the recommendations provide the 
framework for a national strategy for AI leadership. 
  
U.S. leaders would do well to read, consider, and implement them. 
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EXECUTIVE SUMMARY 
 
The United States excels when it pursues big ideas. It is one of the few countries in the world that 
can rally its resources and its human capital to achieve the most ambitious of goals. The United 
States stands at the cusp of another such moment. Prudent policy decisions today will help to 
protect and cement America’s lead in AI for decades. Together these actions will help to ensure that 
the coming AI century is an American one, a new technological era where America’s national 
security—and that of U.S. allies and partners—is more secure, its economy is poised to flourish, and 
its norms and values underpin AI technologies worldwide. 
 
American leaders in government and industry should commit to harnessing the country’s science 
and technology base through greater research and development (R&D) funding and by pursuing 
international collaboration with like-minded partners. These leaders also must dedicate resources to 
prepare future generations by building up America’s human capital. Educators will require new skills 
to teach the future American work force as part of updated K-12 curricula. 
 
Human capital investments must go beyond those born in the United States. International talent is a 
cornerstone of American innovation. Immigrants and their children play an outsize role in the U.S. 
technology ecosystem, producing many of the United States’ leading scientific minds and founding 
many of the country’s most iconic companies. Congress and the executive branch must address 
outdated and constricting immigration laws to continue to encourage the world’s best AI talent to 
study, work, and stay in the United States. 
 
America’s openness and opportunities are among its greatest attributes. Malign actors also use these 
qualities against it. Illicit technology transfer is a serious problem that erodes U.S. competitiveness 
and costs the U.S. economy hundreds of billions of dollars. Countering this widespread theft is 
imperative, as is the need to do so in a manner consistent with U.S. freedoms and values. 
 
The United States must protect its technological competitiveness further by controlling exports and 
securing and diversifying supply chains of advanced AI-specific hardware. U.S. action also is needed 
to promote government readiness to assure that the country is prepared for the likely transformative 
impact of AI on U.S. national security, the U.S. economy, and American society. Finally, U.S. 
leadership in setting global AI norms, standards, and measurement is essential to promote AI ethics, 
safety, security, and transparency in accordance with U.S. interests. 
 
The specific recommendations that flow from our analysis of these issues are detailed in this report. 
Together they form the strategic foundation needed to make the current U.S. vision for AI, and 
continued American leadership in AI, a reality. 
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SUMMARY OF POLICY RECOMMENDATIONS 
 
Research and Development 
1) Boost yearly U.S. government funding of AI R&D to $25 billion by FY2025 

§ Spending at this level is realistic and doable: $25 billion is equal to less than 19 percent of 
total federal R&D spending in the FY20 budget. 

§ Basic research funding, which is foundational to game-changing technological 
achievements is under pressure; the U.S. government is the largest funder. 

 
2) Incentivize private sector AI R&D with tax credits and easing access to government datasets 

§ America’s corporations are a key comparative advantage in sustaining overall leadership 
in AI. 

§ Data scarcity is a common barrier to entry for AI researchers at universities and startups. 
 

3) Promote international R&D collaboration 
§ Decades of experience show that joint work with foreign researchers can be done with 

great benefit and little detriment to U.S. economic and national security. 
 
 
Human Talent 
4) Increase public and private sector AI and science, technology, engineering, and math (STEM) 

education and skills training 
§ To remain competitive, the United States needs a national human capital strategy for 

technology. 
 
5) Increase funding opportunities for university researchers 

§ Federal grants to academia decreased from their 2011 peak of $45.5 billion to $40.9 
billion in 2017.  
 

6) Raise the cap for H1-B visas; remove the cap for advanced-degree holders entirely 
§ International talent remains a critical backbone of the country’s technological ecosystem. 
§ U.S. technology firms currently rely heavily on temporary-hire foreign workers to fulfill 

critical shortages in STEM occupations. 
 
7) Amend the Department of Labor Schedule A occupations list to include high-skilled AI 

technologists 
§ Updating the Schedule A occupations list to include high-skilled AI technologists would 

streamline the permanent residency sponsorship process for employers. 
 
8) Create a new program that couples visa grants to ten-year open-market work commitments 

§ This approach would attract foreign students already highly predisposed to remain in the 
United States, target specific AI-related disciplines, and eliminate the cost and 
uncertainty of extending job offers to qualified foreign nationals by removing employer 
sponsorship requirements. 
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Illicit Technology Transfer 
9) Provide more cyber defense support to small firms 

§ Small and medium businesses in general are more vulnerable to cyber attacks. 
 
10) Authorize consular officials to act on risk indicators for espionage to screen out high-risk 

individuals before they arrive 
§ Broader screening is required beyond simply PLA-sponsored individuals or sensitive 

research projects because AI is highly dual-use.  
 
11) Improve collaboration between U.S. counterintelligence experts and universities 

§ Associations representing U.S. universities have expressed desire for better engagement 
with the national security community on counterintelligence threats, among other issues. 

 
AI Hardware 
12) Increase the availability of affordable compute resources 

§ The high cost and limited availability of compute is often a barrier to entry for startups 
and researchers in academia. 

 
13) Establish multilateral export controls on semiconductor manufacturing equipment (SME) 

§ Limiting the diffusion of SME to China, which looks to indigenize advanced 
semiconductor fabrication, is essential to protecting America’s edge in semiconductors. 

§ Multinational cooperation is necessary as other SME leaders are located in Japan, South 
Korea, Singapore, and the Netherlands. 

 
14) Boost domestic semiconductor manufacturing with retooling incentives 

§ Some fabs need to retool every 2-3 years to stay competitive and these costs are 
burdensome. 

 
15) Secure semiconductor supply chains through public-private partnerships 

§ The U.S. military and intelligence community have special needs for security that go 
above and beyond what is available in commercial facilities, yet they lack the scale of 
demand to make a purely government-dedicated foundry possible. 

 
16) Diversify semiconductor fabrication by creating an international fab consortium with key allies 

§ A consortium with allies should share the cost burden of building new semiconductor 
foundries to ensure a trusted and diverse supply chain. 

 
AI Norms 
17) Lead in establishing norms for appropriate AI use 

§ The United States has unparalleled influence and authority on the global stage and is in a 
unique position to set an example for the world on how AI should and should not be 
used. 

 
18) Collaborate with allies and partners on norms for AI use 

§ Alliances and partnerships with like-minded countries will help to ensure that 
responsible stewardship of AI becomes the global norm. 
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19) Protect U.S. research from supporting human rights violations by modernizing export controls 
§ Due to the dual-use nature of facial recognition and other biometrics-detection 

technology, U.S. organizations are at risk of indirectly contributing to human rights 
violations through research collaborations, technology exports, and investments. 

 
Government Readiness 
20) Prioritize talent management with hiring reforms and AI-related training 

§ Talent management in an era of AI will require attracting and retaining top talent with 
technical AI expertise. Government officials require training to responsibly and 
effectively use AI applications, and to craft policy and inform acquisitions.  

 
21) Allocate funding for federal agencies to implement AI 

§ The American AI Initiative falls short in that it does not establish budget targets. 
§ Increases in spending beyond what existing budgets can support is needed to ensure that 

agencies don’t lag on AI implementation. 
 
22) Modernize IT processes 

§ Consolidating data centers and standing up cloud services will be required to ensure the 
U.S. government can update systems; manage, leverage, and share data; have access to 
compute; and manage a technical work force. 

 
23) Define what is AI 

§ Setting a definition for AI for federal government purposes will improve standards 
setting, formulating measurements, appropriations of AI-related funding, and tracking 
AI spending across government. 

 
AI Standards & Measurement 
24) Establish an NSTC Subcommittee for AI Standards & Measurement 

§ The central importance of standards and measurement to fostering AI technologies that 
are safe, secure, reliable, and comport with U.S. norms and values warrant a stand-alone 
subgroup dedicated to the issue. 

 
25) Establish a permanent horizon scanning effort devoted to AI 

§ Tracking global progress in AI is necessary to hedge against technology surprise. 
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I. INTRODUCTION  

 
AI, the technologies that simulate intelligent behavior in machines, likely will create dramatic 
opportunities for the U.S. economy, national security, and our health and well-being. Unfortunately, 
without policy action, the United States is at risk of ceding its leadership in AI. China, European 
Union member states, Japan, South Korea, and Russia are increasing spending on AI R&D and 
training new researchers to leverage AI. Some—Russia, most notably—seek to develop autonomous 
robotic weapons to replace human soldiers on the battlefield. Most of these countries do not just 
have AI strategies but have begun implementation in a way that threatens America’s technological 
edge. This report recommends concrete actions to ensure that the United States remains the leader 
in AI, to promote the development of standards in line with U.S. interests and values, and to 
anticipate and prepare for security challenges.  
 
These policy recommendations build on existing U.S. AI policy, including the Executive Order on 
Maintaining American Leadership in Artificial Intelligence (February 2019) and The National Artificial 
Intelligence R&D Strategic Plan: 2019 Update (June 2019). The executive order highlights the need for 
using AI to promote economic and national security, fostering technological breakthroughs, 
development of technical standards, skills training for workers and researchers, international 
collaboration, and investments in R&D. The 2019 AI R&D plan lays out eight high-level strategic 
concepts that identify federal R&D priorities. Both documents identify U.S. strengths, challenges, 
opportunities, and priorities. 
 
The legislative branch also contributes to laying out a high-level vision. The U.S. Congress mandated 
the establishment of the National Security Commission on Artificial Intelligence (NSCAI) in the 
2019 National Defense Authorization Act (NDAA), recognizing the need for a comprehensive 
national approach to AI. The commission was created as an independent body to “review advances 
in artificial intelligence, related machine learning developments, and associated technologies” in 
order to “comprehensively address the national security and defense needs of the United States.”2 
NSCAI released its interim report on November 4, 2019, identifying five lines of effort on which the 
U.S. government should focus: R&D investments, national security applications of AI, training and 
recruiting AI talent, protecting and building upon U.S. technical advantages, and promoting global 
AI cooperation. Underpinning these areas of focus is the clear-eyed recognition that the United 
States is in a strategic competition, and that AI is at its center. 
 
This report presents specific next steps to ensure the U.S. government’s vision for sustained AI 
leadership becomes reality. It offers policy recommendations to strengthen U.S. competitiveness in 
AI through increased R&D spending and international collaboration; building American human 
capital through education and immigration reforms; tackling academic and industrial espionage; 
improving U.S. government readiness for widespread AI adoption; investing in AI-specific hardware 
at home and restricting exports of semiconductor manufacturing equipment; promoting the 
development of safe, transparent, explainable, reliable, secure, and resilient AI; and keeping abreast 
of global AI developments to prevent technology surprise. 
 
The report is divided into eights sections that feature analysis of the issue at hand and provide 
corresponding policy recommendations. An appendix provides an overview of ongoing AI 
initiatives across the U.S. government. 
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II. CREATE AN AMERICAN AI FUTURE  

 
 

The United States is approaching a consequential decision point in its history: how to address AI’s 
looming impact on the American economy and society writ large. AI technologies will 
fundamentally alter how people interact with machines, devices, and each other. AI will change how 
we learn, how we work, how we treat illness, how we wage war. AI promises great opportunities. It 
also poses tremendous risks. How the United States prepares for this new era will determine 
whether American society can reap the benefits while mitigating the threats. 
 
The path of least resistance is that of the status quo. It is the laissez-faire approach that is popularly 
thought to have served America well. In that narrative, the United States became the wealthiest and 
most powerful country in the world based on a unique mix of freedom, ingenuity, hard work, 
optimism, and a bit of luck. There is a certain comfort in this American exceptionalism. The current 
U.S. vision for AI as expressed by the Trump administration reflects this sentiment with its faith in 
industry, innovative spirit, and its hands-off approach to guidance and funding. 
 
This path is fraught with risk, however, because it takes for granted U.S. leadership by underplaying 
the effort, expense, and vision it took to get here. American technological leadership is not 
guaranteed. The United States of today is rooted in investments in education, science, R&D, and 
infrastructure made decades ago. On its current trajectory, with a shrinking share of global R&D 
spending, human capital shortfalls, and the rapid rise of a near-peer competitor, the United States 
cannot continue to coast. America’s ability to harness AI to the fullest extent possible is at stake. 
Falling short would squander economic and societal benefits and expose the United States to 
avoidable risks and challenges. 
 
Instead, bold action is needed to reinvigorate America’s competitiveness and position the United 
States for success. That framework for action is detailed in the pages that follow. This pathway 
includes decisions that will require tradeoffs and political fortitude. Success also will require long-
term commitments from policymakers, academia, and private industry. Achieving the American AI 
Century depends on a whole-of-society approach spanning decades. 
 
 

III. LEAD IN RESEARCH & DEVELOPMENT 
 
Greater investments in AI R&D are essential to maintaining American leadership in AI. Throughout 
the 20th century, the federal government played a critical role in fueling technological innovation by 
funding pivotal basic research. Government funding was essential to developing the transistor, the 
Global Positioning System, and the Internet—inventions that transformed the world economy. Yet 
over the past several decades, federal government spending on R&D as a percentage of GDP 
declined from about 1.2 percent in 1976 to around 0.7 percent in 2018.3 This is a worrisome trend as 
the federal government remains the main funder of basic research.4 Government support again 
could be pivotal both in fostering new AI breakthroughs and ensuring that the U.S. government has 
access to those breakthroughs. 
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Government funding was essential to developing the transistor, the Global 
Positioning System, and the Internet—inventions that transformed the world 
economy. 

 
U.S. government entities already are pursuing important AI R&D initiatives. The National Science 
Foundation funds an array of basic research and partners with stakeholders across government, 
academia, and the private sector to foster advances in the field.5 The National Institutes of Health 
are incorporating deep learning to improve disease screening and natural language processing for 
information retrieval and discovery.6 In 2018, the Defense Advanced Research Projects Agency 
(DARPA), the Department of Defense organization charged with developing emerging 
technologies, launched a $2 billion multi-year campaign to incentivize the creation of a range of new 
AI capabilities and applications.7  
 
Unclassified federal government spending on defense AI R&D in FY2020 will be about $4 billion, 
according to a Bloomberg analysis from March 2019.8 In September 2019, the White House 
announced an FY20 non-defense AI R&D budget request of nearly $1 billion.9 
 
In contrast, the level of Chinese government spending on AI R&D is not clear. Complete 
annualized figures for Chinese government spending are not publicly available. Instead, only 
announcements of planned, multi-year spending offer a window into the scale of overall government 
R&D spending at the national, provincial, and local levels.10 For instance, two Chinese cities alone 
announced the creation of RMB 100 billion (approximately $15 billion) multi-year AI development 
funds while Beijing unveiled plans for a $2 billion AI research park in 2018.11  

 
The United States enjoys robust private sector R&D funding. Precise figures are hard to discern 
because companies typically do not divulge details for R&D expenditures in their financial 
statements and privately-owned firms do not have such reporting requirements. That said, looking at 
overall R&D expenditures by major AI-intensive companies gives a sense of the scale of private 
investments in AI R&D. The combined 2018 R&D expenditures by U.S. firms Alphabet, IBM, 
Facebook, Microsoft, and Amazon was $80.5 billion.12 
 
China’s tech giants also report significant R&D investments, although they are considerably smaller 
than those of their U.S. counterparts. Leading Chinese AI firms Alibaba, Baidu, and Tencent 
collectively spent $9.1 billion on R&D in 2018.13 These firms are also major investors in Chinese AI 
startups.14  
 
In contrast, Europe is a laggard. Combined R&D spending by the EU (national governments and 
private investments) is projected to be EUR 20 billion (approximately $22.1 billion) in 2020, up 
from about EUR 3.7 billion (approximately $4.1 billion) in 2016.15  
 
The United States’ dominant position in startup funding, a key driver of technological innovation, is 
starting to erode. In 2017, the U.S. share of global AI startup funding was less than half of the 
world’s total—ceding the lead to China—for the first time ever.16 This happened despite venture 
capital funding of American AI startups growing at a 36 percent compound annual growth rate since 
2013.17 
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Figures are clearer for all national R&D 
spending, beyond simply AI, and indicate 
worrisome trends. Other countries are 
outpacing the United States with faster 
growth of their national R&D budgets. Total 
U.S. national (public and private) R&D 
expenditures as a share of GDP have been 
mostly stagnant since 1996. China quadrupled 
its R&D expenses as a share of GDP over the 
same time frame, and countries like Israel and 
South Korea also significantly ramped up 
spending.18 As a result, the U.S. share of 
global R&D has declined over the past several 
decades, falling from 69 percent in 1960 to 28 
percent in 2016. From 2000 to 2015, the 
United States accounted for 19 percent of 
global R&D growth, while China accounted 
for 31 percent.19 China is on track to top the 
United States in total R&D investments (in 
purchasing power parity-adjusted dollars) as 
soon as 2019.20 

 
R&D is a key driver of long-term economic growth.21 The Congressional Budget Office reaffirmed 
in 2018 that federal R&D spending is a positive influence on private R&D spending and increases 
macroeconomic growth.22 Authors of a ten-year study of 28 EU economies concluded that a 1 
percent increase in R&D expenditure as a percentage of GDP would cause an increase of real GDP 
growth rate of 2.2 percent.23  
 
The United States gains further benefits from federal R&D spending through effective technology 
diffusion. Technology transfers from the public to the private sector are stipulated in several laws.24 
This legislation gives ownership and title to federally funded research by universities and small 
businesses and has resulted in thousands of spin-off companies, increased technology transfer, and 
greater innovation.25 Under these laws, the U.S. receives government royalty-free access to the 
research.26 
 
To strengthen U.S. competitiveness in AI, Congress and the White House should:  
 
Boost yearly U.S. government funding of AI R&D to $25 billion by FY2025 
Congress and the White House should work together to increase federal AI R&D spending to $25 
billion in five years. This target represents a fivefold increase over FY2020 but is affordable. It 
would still represent less than 19 percent of the amount requested for all unclassified R&D in the 
president’s FY20 budget. A large jump in spending on a specific line item also has precedent: The 
president’s FY19 budget requested an $18.1 billion increase in defense R&D over FY18.27 
 
Given the central role AI technologies likely will play in economic growth, geopolitics, and global 
security, and the sharp growth in global spending on AI, this is a modest sum in relative terms. In 
FY2020, the United States is poised to spend nearly $59 billion in unclassified defense R&D alone 

Min Wanli, Alibaba’s Chief AI Scientist, speaks with 
CNBC’s Arjun Kharpal on a panel at CNBC’s East 
Tech West conference. While the U.S. is still the 
leader in private sector R&D investment, Chinese 
firms, such as Alibaba, Baidu, and Tencent, are 
rapidly increasing their investments. (Dave 
Zhong/Stringer/Getty Images) 
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(including AI R&D).28 For historical perspective, the five-year Manhattan Project cost $23 billion in 
2018 dollars.29 The 1960–1973 Apollo program cost $288.1 billion when adjusted for inflation, and 
NASA spent $490 billion in total over those 13 years, an average of $37.7 billion a year.30 
 
The priority should be to fund high-risk/high-reward basic science research—areas where private 
industry has little incentive to invest but that hold tremendous potential for valuable new 
knowledge. Breakthroughs in software, such as novel AI techniques that address the limitations of 
existing AI methods, and hardware, such as next-generation semiconductor technologies and 
superconducting artificial neurons, could be game-changers that provide the United States with a 
continuing technological edge.31 
 

The federal government should adopt a phased approach 
to increasing funding levels, so that the resources are 
spent effectively and responsibly. The departments and 
agencies that receive federal R&D monies (primarily 
DOD, HHS, DOE, NASA, NSF, USDA, VA, DOT, 
DOI, DHS, EPA) will require time to plan for expanded 
research agendas and to formulate relevant metrics to 
measure progress and effectiveness. 
 
Incentivize AI R&D in the private sector 
America’s private sector is a key comparative advantage in 
sustaining overall AI leadership by the United States. 
Policymakers have a number of ways to stimulate further 
R&D activity by corporations while adhering to free 
market principles. First and foremost is maintaining the 
PATH Act of 2015, which permanently extended the 
federal R&D tax credit.32 It offers strong incentives to 
conduct and expand R&D by reducing tax liabilities. 
 
Second is standardizing and making current and future 
government datasets more readily available to the private 
sector and academia to facilitate training of machine 
learning models, as the Trump administration’s AI 
executive order proposes. The government’s Project 
Open Data is a major step in making data discoverable 
and usable.33 Doing so will help to address data scarcity 
problems, especially for entities with significant resource 

constraints such as startups or some university researchers, by expanding the number of open-
source high-quality datasets.34 
 
Third is exploring additional stimulants of private sector R&D activity. A comprehensive survey of 
R&D incentives in use around the world provide additional options for policymakers to consider to 
enhance U.S. competitiveness:35 
 
• Accelerated depreciation of qualifying R&D assets 

o Allows greater deductions in the earlier years of an asset 

Leading up to the Apollo 11 Saturn V 
launch on July 16, 1969, the U.S. 
government invested billions in R&D 
funding during the 13-year Apollo 
program, demonstrating the power of 
targeted government R&D investment for 
breakthroughs in technology advancement. 
The U.S. government will need to similarly 
increase its R&D investment to spur new 
breakthroughs in artificial 
intelligence.  (NASA/Getty Images) 
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o Can be used to minimize taxable income 
o Purpose: encourage more frequent investments in, and upgrades to, R&D assets such as labs 

and equipment. 
 

• R&D expenses super-deduction tax incentive 
o Allows a taxpayer to deduct qualified R&D expenses from its net income 
o Can be used to minimize taxable income 
o Purpose: promote increased R&D spending by corporations. 

 
• Cash grants, low interest loans 

o Provide funds for qualified R&D activity through non-repayable funds or loans with 
favorable terms and conditions 

o Purpose: provide capital to entities pursuing high-risk/high-reward research, which often 
face barriers to obtaining funding. 

 
• Tax exemptions and reductions for qualified tech transfer 

o Can be used to minimize taxable income 
o Purpose: promote cross-industry technology diffusion and spin-off company creation to 

boost innovation. 
 
• Patent-related incentives such as reduced tax rates on income from intangible assets36 

o Lower tax rates on assets that do not derive their value from physical attributes, such as 
software and chemical formulas 

o Purpose: promote R&D of intangible assets, which often have a longer development 
timeline and a higher risk of failure. 

 
Promote international R&D collaboration 
As an open democratic society with world-class universities, research institutes, and corporations, 
the United States makes for an attractive partner in joint R&D. Decades of experience show that 
joint work with foreign researchers can be done with great benefit and little detriment to our 
economic and national security. President Trump’s executive order is right to emphasize the 
importance of collaborating with international partners. 
 
The benefits of international collaboration include cost sharing; aligning complementary knowledge, 
experience, and know-how; improved interoperability; developing norms and principles; and more 
efficient standards setting. The United States joining the Organization for Economic Cooperation 
and Development (OECD) in adopting global AI principles was an important step in the right 
direction because it shows U.S. support for international norms in developing trustworthy AI.37  This 
helps foster global cooperation and promotes values such as human rights. 
 

Global AI issues—ensuring AI is safe, transparent, explainable, reliable, and 
resilient—are especially well suited to broad international research cooperation. 

 
The United States is fortunate to have most of the world’s leading AI powers as allies and partners. 
The United Kingdom, France, Japan, Singapore, and South Korea, for example, have committed 
$100s of millions to AI R&D.38 Toronto is a global AI hub. Each of these locales, and numerous 
others, are prime candidates for mutually beneficial cooperation. Global AI issues—ensuring AI is 
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safe, transparent, explainable, reliable, and resilient—are especially well suited to broad international 
research cooperation. 
 
Mechanisms to promote multinational collaboration range from personnel exchanges to establishing 
cooperative international R&D centers at home and abroad. Such collaborative relationships can be 
encouraged by enhancing visa and work permit regimes, providing grants and loans, and organizing 
multinational innovation prize competitions. Such competitions could be modeled on DARPA’s 
series of Challenges and the XPRIZE competitions, which have successfully tackled some of the 
toughest science and engineering problems, including in AI.39 
 
 

IV. HARNESS AMERICA’S TALENT PIPELINE 
 
American Talent 
Homegrown talent is key for the U.S. AI ecosystem. U.S. leadership in AI begins with STEM 
education at the K-12 level. The U.S. government has taken positive, albeit belated, strides in 
improving K-12 STEM education and should continue to expand these efforts. In 2018, the 
National Science & Technology Council (NSTC) published its Strategy for STEM Education, which 
built on prior efforts to promote computational literacy like the recent follow-through of the 2016 
Computer Science for All initiative.40 
 

The initiative’s original funding request for 
$4 billion was never realized, but the federal 
government’s attention to the matter likely 
contributed to state and local efforts to 
improve computational literacy programs.41 
In 2017, President Trump signed a 
presidential memorandum which directed the 
Department of Education to devote $200 
million to STEM and computer science 
annually.42 Technology companies promised 
another $300 million to support the initiative, 
well short of the proposed target. Meanwhile, 
the Department of Education prioritized 
funding exclusively for computer science for 
the first time in 2019.43 Yet, while programs 
to promote computer science have slowly 
expanded, initiatives specific for building AI 
skills lag.44 

 
Building American AI talent also relies on having a robust teaching base at universities, but that 
teaching base is losing its faculty to private companies due to greater resources.45 Computer science 
faculty at universities who leave academia for private companies and the number of new PhDs who 
choose industry jobs rose from 38 percent to 57 percent in the last decade.46  
 

This trend may be even steeper in the deep learning field.47 This exodus harms U.S. leadership in AI 
now and over the long term because it decreases the expert base available for training the next 

The U.S. government will need to prioritize and invest 
more in K-12 STEM and computer science education in 
order to build a robust AI workforce for the future. 
(Ariel Skelley/Getty Images) 
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generation of AI talent. Faculty and advanced PhD students selecting into industry in ever greater 
numbers drains the community of expertise available to train the next generation of AI experts and 
occurs at the expense of longer-term research projects important to breakthrough innovation. 
Faculty leaving academia for industry also harms long-term innovation potential. A study published 
in 2019 concluded that when professors left their teaching positions for the private sector, their 
students became less likely to start a company and those who did raised less money.48  
 
In addition to higher salaries, those leaving academia for the private sector cite access to compute, 
data, research funding, and high-impact projects as draws.49 Some companies are taking steps to 
preserve the faculty bases that build their talent pipelines, for example by establishing fellowships 
and consortiums or allowing professors to rotate between responsibilities.50 The U.S. government, in 
its National Artificial Intelligence Research and Development Strategic Plan, calls for long-term 
investments in AI research and the release of publicly available datasets to fill some of this resource 
gap.51  

 

Corporate America can further assist 
in ensuring they will have access to 
future elite talent and promote U.S. 
AI leadership in the long term by 
helping to teach the next generation. 
Tech leaders including Microsoft, 
Google, and Amazon make 
employees available to teach 
computer science skills such as 
coding to high school students, 
particularly in underserved areas.52 
Such initiatives help to nurture the 
future AI industry. 
 
In addition to cultivating the experts 
responsible for future cutting-edge 
breakthroughs, the United States will 
need to facilitate the talent necessary 
for implementing and managing AI 
solutions. This part of the talent base 

will not necessarily require doctorates so much as relevant bachelor’s and master’s degrees for 
literacy in AI applications. These application-savvy coders will comprise the bulk of the workforce. 
AI leadership will require both programmers with bachelor’s and master’s degrees and smaller 
numbers of elite talent. 
 
To ensure the United States has the requisite homegrown talent, the White House and Congress 
should: 
 
Increase public and private sector AI and STEM education and skills training 
The White House’s strategy for STEM education includes plans to cultivate the talent pipeline early 
with such measures as building computational thinking and teaching data science. It would benefit, 
though, from emphasis on increasing general AI literacy specifically.53 

Apple hosts an “Hour of Code” workshop for third grade 
students in New York City in 2015. Some employees at 
technology companies like Apple have begun teaching computer 
science classes and workshops to K-12 students, which helps 
foster interest in STEM subjects from an early age. (Andrew 
Burton/Getty Images) 
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Congress should provide more funding for NSF to expand grant-giving to school districts to 
develop new AI-focused curricula and associated resources such as professional development of 
teachers. In addition, Congress should appropriate the requested $4 billion for the Computer 
Science for All initiative or a new analogous effort. 
 
To remain competitive, the United States needs a national human capital strategy for technology  
and must invest in improved education in STEM. The NSTC should build on its 2018 Strategy for 
STEM Education by presenting a detailed plan to execute their recommendations, task specific 
government agencies, and fund reforms.54 Additionally, Congress should provide tax credits for 
companies that offer relevant STEM training to employees, students, and teachers, either internally 
or through third parties.55 
 
Education is governed largely at the local and regional levels, but the federal government plays an 
important role in agenda-setting. It can shape progress in AI not just by providing resources but by 
empowering AI as a national priority and a focus area for education.56 
 
Increase funding opportunities for university researchers 
Congress should increase R&D funding for AI research at universities. Federal grants to academia 
decreased from their 2011 peak of $45.5 billion to $40.9 billion in 2017. The value of those grants 
dropped even more in real terms.57 Researchers have directly cited stagnant AI R&D funding as an 
incentive to move to private industry.58 Adequate funding is especially important for machine 
learning because it is resource intensive. Training a single model can cost tens of thousands of 
dollars for compute resources alone.59 Increasing AI R&D funding not only will keep more 
professors at universities; it will enable them to pursue longer-term research in important areas that 
may be less of a priority for industry research.  
 
International Talent  
Immigrants long have been a source of innovation in the United States. Throughout the country’s 
history, high-skilled immigrants have contributed to some of the nation’s most transformative 
technologies. Today is no different. International talent remains a critical backbone of the country’s 
technological ecosystem. Immigrants founded one-quarter of the technology start-ups in the United 
States, and immigrants and their children founded nearly half of U.S. Fortune 500 companies, 
including Apple, Google, General Electric, and IBM.60  
 
High-skilled immigrants play an indispensable role in American AI. More than half of the country’s 
top AI talent base is composed of foreign nationals.61 With too few STEM-educated Americans and 
higher employment growth in STEM careers compared to the overall job market, U.S. technology 
firms currently rely heavily on temporary-hire foreign workers to fulfill critical shortages in STEM 
occupations.62 
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While labor market indicators suggest 
a shortage of AI talent, estimates of 
exact numbers vary considerably.63 
More reliable tallies from the broader 
discipline of computer science and 
STEM-focused occupations generally 
hint at the scale of the issue. Within 
the United States alone, more than 
300,000 cyber-related positions 
currently go unfilled, and this number 
is projected to skyrocket to an 
estimated 1.8 million unfilled 
positions by 2022.64 Within the 
STEM field overall, a 2018 study by 
Deloitte and the National Association 
of Manufacturing estimates a need for 
3.5 million STEM jobs by 2025, with 
more than 2 million of those 
positions going unfilled due to a lack 
of skilled talent.65 

 
Even if the United States undertakes a robust—and fully funded—STEM education program, 
immigrants will remain an invaluable component of the U.S. talent base. It will take a generation to 
develop a new cohort of American-born scientists and engineers, while high-skilled immigrants can 
be recruited immediately, resolving acute workforce shortages today. Additionally, immigration 
allows the United States to draw on the best and brightest from around the world. In a global 
competition for AI talent, the United States has a natural advantage in the fact that many want to 
come and work in the United States. Washington should capitalize on this advantage by maximizing 
opportunities to recruit high-skilled immigrants to work in the United States.    
 
Despite the need for international talent in AI research and development, immigration mechanisms 
for working in the United States are insufficient and the process for entry is often cumbersome. 
Since the passage of the Immigration Act of 1990, the immigration cap has remained stagnant, while 
the U.S. labor force has grown by 30 percent to around 163 million people.66 For high-skilled 
immigrants, visas and green cards are scarce and difficult to acquire.  
 
U.S. technology companies have relied most heavily on H-1B visas to recruit qualified immigrants. 
Established in 1990, the H-1B visa program was designed as a short-term solution to address labor 
shortages in particular areas, allowing employers to hire temporary employees with specialized 
knowledge.67 As the Internet Age unfolded, the demand for high-skilled labor continued to rise. 
Subsequently, the U.S. technology sector—with great need for computer science specialists—began 
using the H-1B visa program to hire international talent.68   
 
Today, the available number of H-1B visas is capped at 85,000 per year, with 20,000 visas designated 
for those with graduate degrees.69 While this cap has remained at 85,000 since 2005, the number of 
H-1B applications has skyrocketed, peaking in 2017 at 236,000 applications, though declining to 

Sergey Brin, cofounder of Google, is an industry leader and 
immigrant from the Soviet Union. Brin illustrates the success and 
importance of international talent for America’s technological 
ecosystem. (Justin Sullivan/Getty Images) 
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199,000 in 2018.70 The denial rate for new applicants has grown from 6 percent in FY2015 to 32 
percent in FY 2019. The denial rate for visa renewals also has increased since 2017.71 
 
The recent decline in H1-B applications and the increase in denial rates may be a consequence of 
new policies enacted by the Trump administration. In 2017, President Trump signed the “Buy 
American and Hire American” executive order, which directed the Department of Homeland 
Security to award H-1B visas to the “most skilled or highest-paid” workers.72 This led the U.S. 
Citizens and Immigration Services to reevaluate the kinds of work and educational experiences that 
constitute a “specialty.”73 In past instances where temporary visa denial rates increased, employers 
have reported “time lost due to the increase in denials,” and that the impact of these denials have 
cost “millions of dollars in project delays and contract penalties.”74 
 

While the H-1B visa program is 
the dominant pathway to hire 
temporary employees, the 
Optional Practical Training 
(OPT), which allows F-1 student 
visa holders to work in the 
United States following 
graduation, is a critically 
important program for retaining 
international talent. Student visa 
holders studying in STEM fields 
are allowed to work in the United 
States for up to three years after 
graduation, and there is no cap 
on work permits granted under 
the OPT program.75  
 
In recent years, various 
lawmakers have called for the 
limitation or elimination of the 
OPT program.76 This would be a 

mistake. The OPT program is the country’s largest source of temporary high-skilled immigrant 
talent.77 In 2016, 172,000 work permits were granted under the OPT program for F-1 visa holders 
studying STEM, up from 73,000 in 2014.78  
 

The OPT program is the country’s largest source of temporary high-skilled 
immigrant talent. 

 
Issues with the available immigration pathways shape the extent to which the United States is a 
beacon for highly talented individuals from around the world, including China. From 2005 to 2015, 
nearly 87 percent of Chinese doctoral students studying in the United States planned to remain 
following graduation.79 Today, while a large fraction of top-tier Chinese AI researchers stay to work 
at American institutions, the overall total number of Chinese graduates remaining after graduation is 
shrinking.80 In 2016 there was a nearly 57 percent growth in Chinese international students across all 
fields of study returning home compared to 2011 numbers.81 China’s evolving technological 

During a visit to a manufacturing facility in Wisconsin President 
Trump signed the “Buy American and Hire American” Executive 
Order, which made changes to the H-1B visa program. U.S. 
technology companies rely heavily on H-1B visas to recruit 
international talent.  (Scott Olson/Getty Images) 
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ecosystem and the numerous obstacles to obtaining a worker visa in the United States are likely 
major factors in this decline.82  
 
Given the structure of the AI labor market and the demonstrated need signaled by employers, 
policies to attract and retain the next generation of top STEM researchers is essential to long-term 
U.S. competitiveness. 
 
To ensure the United States attracts the best AI talent in the world,  Congress should: 
 
Reform the H-1B visa application process 
The U.S. Congress should work to reform the H1-B visa process to make it more suitable for hiring 
and retaining international talent. 
 
First, Congress should raise the overall cap of available H-1B visas and remove the cap for 
advanced-degree holders entirely. By raising the current cap and removing the limit on advanced-
degree applicants, Congress would address, partially at least, the striking imbalance between H-1B 
petitions and available H-1B visas. The annual limit on H-1B visas was exceeded the past 16 years, 
and thus, by limiting the H-1B visa cap, the United States is arbitrarily restricting a major source of 
talent for U.S. companies.83  This is an unfortunate example of government intervention in the 
marketplace that constrains American innovation. 
 
The exact shortage of AI technologists in the United States is difficult to quantify, but it is clear that 
while the number of AI job postings continues to increase, the number of job seekers has leveled 
off.84 While the motivation to keep the H-1B cap low is to protect American workers, this is 
unneeded and detrimental for the AI and computer science fields, where the demand in the 
marketplace far outweighs the available U.S.-born researchers.85 In order to meet demand, America’s 
AI talent base for the upcoming generation will need to draw heavily on foreign nationals who 
choose to live and work in the United States, and Congress should provide sufficient opportunity 
for U.S. companies to recruit talent from abroad.  
 
Second, Congress should simplify the process of applying for an H-1B visa to make it easier for 
start-ups and smaller tech companies to hire necessary international talent. The H-1B application 
process is expensive and requires extensive documentation from the applicant’s potential employer. 
Consequently, technology giants with greater personnel and resources—Amazon, Microsoft, Intel, 
and Google—make up a significant percentage of approved H-1B petitions.86 Therefore, in addition 
to raising the cap on available H-1B visas and simplifying the process, Congress should earmark a 
percentage of these visas for smaller technology firms and start-ups.  
 
Create new ways to recruit high-skilled immigrants 
In addition to reforming the H-1B visa process, Congress and the White House should identify 
alternative mechanisms to recruit and retain international AI talent.  
 
First, the Department of Labor (DOL) should amend its list of Schedule A occupations to include 
high-skilled AI technologists. Under Schedule A authorities, DOL has authority to determine 
whether there are insufficient numbers of American workers for a specific occupation and that the 
hiring of foreign nationals will not negatively impact U.S. workers.87 As the need for AI 
technologists far outweighs the number of available U.S. AI scientists, this would be an appropriate 
occupation for Schedule A designation. If AI specialists were added to the list of Schedule A 
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occupations, employers seeking to sponsor a foreign national for a green card could forgo the first 
step in the permanent residency process and proceed directly with the I-140 filing process, saving 
both time and resources for the employer and employee.88   
 
Second, Congress should create a new program to attract qualified international students and retain 
them for the American AI workforce. This proposal is different from the “staple a green card to a 
diploma” concept popularized by New York Times columnist Thomas Friedman in that it is more 
targeted, requires up-front commitment on the part of the program participant, and frees the 
applicant from requiring employer sponsorship.89 
 
The program as envisioned consists of three phases. In the first phase, an international student 
applies for an “F-prime” dual intent student visa.90 To obtain such a visa, the student must be 
accepted into a pre-approved AI-related graduate-level academic program, be successfully screened 
and vetted by the FBI and the State Department, and commit to working in an AI-relevant field in 
the United States for a minimum of ten years upon graduation.91 The F-prime visa is guaranteed for 
the duration of the student’s program of study as long as the student meets certain academic criteria. 
 
The second phase begins upon completion of graduate school. The program participant is provided 
a ten-year conditional open-market EB-1 green card, the so-called “genius visa” for immigrants with 
extraordinary skills in their field. Like status quo EB-1 green cards, this new subcategory would have 
no labor certification or employer sponsorship requirement and allow the individual to work for any 
U.S. employer, but unlike a typical EB-1, it would not last indefinitely.  
 

In phase three, after nine years of 
employment in the United States, the 
participant is eligible to commence the 
petition to remove the conditions on 
residence (permanent green card) or 
apply for naturalization. Unconditional 
permanent residency or citizenship 
would be granted upon the successful 
completion of the ten-year employment 
period. 
 
The program would have three key 
benefits. First, through the considerable 
up-front commitment, it attracts the 
best and brightest foreign students who 
are already highly predisposed to live, 
study, work, and remain in the United 
States. Second, unlike the “stapled 
green card’” approach, it is targeted for 
specific AI-related disciplines. Third, by 

removing employer sponsorship requirements, you solve the “start-up visa” problem by eliminating 
the cost and uncertainty of extending job offers to qualified foreign nationals. 
 
 

U.S. immigrants attend their naturalization ceremony to 
become American citizens. Immigrants are the bedrock of 
American ingenuity and innovation. The U.S. government 
should reform existing immigration pathways and create new 
ones to recruit additional high-skilled immigrants for STEM 
and computer science jobs. (John Moore/Getty Images) 
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V. COUNTER ILLICIT TECHNOLOGY TRANSFER  
 
The United States needs to double down on protecting American intellectual property. Historically, 
adversaries and allies alike have pursued U.S. technologies to improve their military or economic 
comparative advantage including Russia, Japan, France, Israel, and South Korea. 92 China is the 
primary point of reference here, however, because of the sheer scale of its ongoing collection 
efforts. China is an increasingly capable espionage actor, and is actively collecting information from 
America’s government, corporations, nonprofits, and colleges and universities. It employs a range of 
methods, both legal and illegal, to appropriate U.S. technology including U.S. company insiders, 
employees of Chinese firms partnering with U.S. companies, cyber espionage, foreign direct 
investment, and academic solicitation.93 
 
In July 2019 FBI Director Christopher Wray stated, “There is no country that poses a more severe 
counterintelligence threat to this country right now than China . . . and I don’t say it lightly.”94 He 
further noted that the Bureau had around 1,000 investigations involving attempted theft of U.S. 
intellectual property (IP). The White House, in its 2017 National Security Strategy, also highlighted 
the importance of the issue.95 One concrete action the administration recommended was to 
strengthen the Committee on Foreign Investment in the United States (CFIUS), which was 
accomplished in 2018 through the passage of the Foreign Investment Risk Review Modernization 
Act of 2018. The bill cited factors such as the national security risks of increasing control of certain 
assets by foreign entities, and to what extent a transaction would expose sensitive U.S. citizen data to 
foreign governments, as considerations.96 
 
Private Sector 
China’s efforts to illicitly obtain American technologies and know-how are vast and effective. One in 
five U.S. companies reported IP theft by China in 2018.97 The United States Trade Representative 
calculates that the annual cost of “the theft of trade secrets could be as high as $600 billion.”98 This 
figure does not incorporate the full cost of patent infringement, nor the estimated $400 billion per 
year lost to economic espionage via cyber attacks.99 
 

The United States Trade Representative calculates that the annual cost of “the theft 
of trade secrets could be as high as $600 billion.” 
 

To counter the theft of U.S. technology from American companies, Congress should: 
 
Provide more cyber defense support to small firms 
Congress should increase funding for efforts supporting cyber defense at smaller firms active in 
critical technology areas. Small and medium business in general are more vulnerable to cyber 
attacks.100 One effective initiative worth expanding is the Department of Homeland Security’s 
National Cybersecurity and Communications Integration Center and the Critical Infrastructure 
Cyber Community Voluntary Program.101 The Department of Homeland Security’s Inspector 
General found that the department is overall behind on assessing its cybersecurity workforce and 
forming a strategy to build that workforce.102 As it builds its strategy, it should build in measures 
specifically catered toward supporting the U.S. innovation base. 
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Academia 
Countering Chinese espionage and other forms of technology transfer in academia poses vexing 
challenges. The United States needs to blunt Chinese collection efforts without undermining civil 
liberties or the free and open environments of American universities. FBI Director Wray called 
China’s efforts a “whole of society threat” to the dismay of many universities that stressed the 
importance of openness, inclusion, and the contributions of international students.103 Lee Bollinger, 
president of Columbia University, went so far as to say that monitoring foreign-born students “is 
antithetical to who we are.”104 Rather than generate friction between itself and universities, the U.S. 
government should build dialogue with universities to understand their concerns and look for 
mutually agreeable solutions. The open environment at universities is important because it is 
foundational to U.S. innovation. At the same time, this openness is being exploited by China. The 
United States needs solutions that are consistent with American values while guarding against 
espionage and illicit or otherwise unintended technology transfer.  
 
The U.S. government can support universities by bringing awareness to specific methods and 
technologies of interest. Focusing on methods and targeted technologies can create avenues for 
action that avoid profiling Chinese national students. This approach also would mitigate collateral 
risks of racial profiling of the Chinese-American and larger Asian-American communities. More 
than half of the top AI talent in the United States is composed of foreign nationals, and Chinese 
nationals who study and decide to stay in the United States form an important part of this research 
community.105  
 
General-purpose technologies such as AI, which are inherently dual-use, create an additional 
challenge to counterespionage efforts because they are less likely to be safeguarded by classification 
protocols and because espionage actors may have more claims to plausible deniability. Despite this, 
the U.S. government can take steps to help protect the technology innovation community, especially 
universities, against illicit technology transfer. 
 
To address the threat posed by academic solicitation, the U.S. government should: 
 
Authorize consular officials to act on risk indicators for espionage 
The U.S. State Department, FBI, and intelligence community should collaborate to protect open 
research environments by screening out high-risk individuals before they arrive. Possible risk factors 
include whether an individual is funded by China’s government, including the People’s Liberation 
Army (PLA), or cites highly specific research interests relating to defense technologies. 
 
Disallowing PLA researchers is one place to start. The Australian Strategic Policy Institute estimates 
that 500 military scientists from China have been sent to the United States since 2007 and that 
“research collaboration with the PLA . . . comes with significant security risks while offering unclear 
benefits.”106 The U.S. State Department should work with the intelligence community to identify 
other risk factors, and Congress should legislate to authorize visa denials accordingly. 
 
Legislators recently have proposed both actor-based and technology-based approaches to improve 
visa screening. The People’s Liberation Army (PLA) Visa Security Act would prohibit F or J visas 
for PLA employed, funded, or sponsored individuals, and the Protect Our Universities Act of 2019 
would mandate background screening of students seeking to work on “sensitive research 
projects.”107 Both proposals are sensible measures and should be implemented, but broader 
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screening also is required beyond simply PLA-sponsored individuals or sensitive research projects. 
AI is highly dual-use and has both commercial and military applications. Data-informed policies 
should help to protect universities against individual academic espionage risks while mitigating 
potential negative effects to open campus environments. 
 
Improve collaboration with colleges and universities 
The FBI should increase collaboration with universities and information sharing on academic 
espionage threats. Universities have a strong interest in preventing countries such as China from 
unfairly exploiting research by their faculty. Universities and the FBI both already are implementing 
measures to address security concerns on campus and combat academic espionage.108 Greater 
dialogue is urgently needed between investigators and academics to better understand the scope of 
the problem and solutions. Positive action is under way: In September 2019, the White House 
OSTP published an open letter to the U.S. research community to highlight the issue of research 
security. OSTP announced its plan to hold meetings at academic institutions across the country to 
discuss lines of efforts such as coordinating outreach and engagement and assessing and managing 
risk.109 The Securing American Science and Technology Act of 2019 supports this approach and calls 
for OSTP to convene meetings on best practices.110 Universities are taking their own steps to 
address the issue. The Association of American Universities (AAU) and Association of Public & 
Land-Grant Universities (APLU) sent a letter to universities in April 2019 on best practices for 
protecting against intellectual property theft and academic espionage.111 More should be done, 
however, to ensure greater coordination between universities and the national security community 
on this important topic.  
 
In February 2018, the FBI disbanded the National Security Higher Education Advisory Board 
(NSHEAB), which had existed since 2005 to establish lines of communication between universities 
and the national security community on counterintelligence threats, among other issues. Since then, 
members of Congress and American education leaders have publicly expressed concern about the 
FBI’s decision to disband the NSHEAB and the need for a reconstituted organization to perform its 
functions.112 In April 2018, the American Council on Education (ACE) sent a letter to the FBI 
director on behalf of 15 different American education associations and councils requesting 
engagement with the national security community in a forum similar to the NSHEAB.113 Similarly, in 
April 2018 the ACE, AAU, APLU, and Council on Government Relations released a joint statement 
expressing support for the NSHEAB and a desire for a similar forum.114 U.S. government officials 
also have expressed support for such a mechanism of collaboration between universities and the 
national security community. The Commissioner of the U.S.-China Economic and Security Review 
Commission said the board was “vital and should be reinstated,” and FBI officials signaled in 2018 
they were exploring creating a similar group.115  
 
The FBI should reconstitute the NSHEAB or a similar body to increase awareness and cooperation 
on countering espionage in U.S. academia.116 Many universities would support this reconstitution 
and it would provide a valuable mechanism for coordination between universities and the national 
security community on sharing information on threats and actions to counter academic espionage.  
 
Other agencies that work on technology transfer should build dialogue with universities as well. The 
Department of Commerce Bureau of Industry of Security already engages in training with colleges 
and universities to raise awareness of export control laws. Although export controls may not be 
suitable for AI software, the Department of State’s Bureau of International Security and 
Nonproliferation can use its expertise in dual-use technologies.117 Working off the Department of 
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Commerce trainings as a model, the Department of State should work with researchers to identify 
red flags for dual-use technologies. As one PLA researcher said, foreigners “can be asked to develop 
an algorithm but not briefed on the details of how the algorithm would be used.”118 AI can be 
misused for malign ends but government experts can train university researchers to conduct due 
diligence of possible end uses. U.S. government collaboration with universities should not be limited 
strictly to security measures but should include knowledge-sharing on technologies themselves.  

 
AI can be misused for malign ends but government experts can train university 
researchers to conduct due diligence of possible end uses. 
 

 
VI. PROTECT AMERICA’S EDGE IN AI HARDWARE  

 
AI systems require computational power (“compute”) to run. Access to compute can make or break 
an AI project. Computational power rests in hardware, and like any other specialized physical object, 
hardware has its own design, fabrication, and supply chain considerations.119 Availability of compute 
and supply chain dynamics therefore will drive national AI adoption potential, including the ability 
of a country to develop more advanced systems. U.S. policymakers should regard hardware as an 
equal part of the talent-data-hardware triad and work to boost American leadership and security in 
this space. 
 
The U.S. government has ongoing efforts to create compute infrastructure for research, to increase 
hardware supply chain security, and to develop next generation AI-optimized chips. Sound policies 
in all three areas are required to protect America’s technological leadership. 
 
To support research, the White House’s American AI Initiative directs federal agencies to allocate 
compute resources for AI-applications and R&D.120 A number of U.S. government supercomputers 
built for AI applications, like the Department of Energy’s Center for Accelerated Application 
Readiness, have opened applications to the public for research projects.121 For hardware 
development, the National Science Foundation has jointly funded projects, for instance with 
DARPA, to develop next-generation chips.122 
 
To address supply chain security, the Department of Defense has a Trusted Foundry program. It 
sought to accredit microelectronics sources as “trusted” if they could assure the integrity of persons 
and processes for chips’ chain of custody.123 As of 2016, the program boasted about 20 foundries, 
with IBM running the facilities responsible for the vast majority of leading-edge custom-made 
chips.124 These facilities lost their eligibility, however, when GlobalFoundries, a U.S.-based but 
United Arab Emirates–owned company, purchased them.125 For lack of alternative options, the 
Department of Defense signed a seven-year contract with GlobalFoundries to continue purchasing 
microchips.126 The Government Accountability Office (GAO) says that the Department of Defense 
is still seeking “new approaches to retain trustable, leading-edge capabilities.”127  
 
U.S. government efforts to build and deploy hardware are outlined in the American AI Initiative, the 
White House’s National Artificial Intelligence Research and Development Strategic Plan, and some 
agency-specific projects.128 Congress and the administration should do more to make compute 
available, to mitigate supply chain risks, to build the next generation of AI-optimized chips, and to 
protect America’s edge by limiting the diffusion of advanced semiconductor manufacturing 
equipment. 
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To preserve and promote America’s advantage in AI hardware, Congress and the White House 
should: 
 
Increase the availability of affordable compute resources 
The U.S. government has a long history of building high-performance computers and awarding 
grants for researchers who require compute for their projects. It should supplement these existing 
efforts by using innovative approaches to facilitate access to affordable compute resources. While 
most researchers will not require exascale computing like that offered by Oak Ridge National 
Laboratory’s next supercomputer, compute even for smaller projects is expensive.129 It often poses a 
barrier to entry for start-ups, universities, and colleges. Smaller institutions like high schools doing 
the basic training of the next generation of AI leaders often only can afford the bare essentials.130 
For example, the cloud computing cost for AlphaGo Zero—the improved version of DeepMind’s 
AlphaGo—by itself cost around $35 million.131 AlphaStar, DeepMind’s AI program that beat a top 
professional human player at the Starcraft II strategy game, cost as much as $100 million.132 
 

To help address the compute access gap, 
the National Science Foundation is 
building relationships with cloud 
computing providers through the 
“Enabling Access to Cloud Computing 
Resources for CISE (Computer and 
Information Science and Engineering) 
Research and Education” program and the 
“Exploring Clouds for Acceleration of 
Science (E-CAS)” project.133 NSF should 
expand these projects, and Congress 
should increase funding for them. 
 
Congress also can incentivize companies to 
donate compute resources to universities. 

The compute used in the largest training runs doubles every three and a half months, and demand 
will likely increase.134 The U.S. government operates a number of compute facilities that are open to 
university researchers, but increasing capacity will be necessary to satisfy growing demand. In 
Massachusetts, a number of top universities partnered with the state government and the private 
sector to establish the Massachusetts Green High Performance Computing Center, which houses a 
number of high-end computer systems available to researchers.135 State and federal agencies 
partnered to build the infrastructure necessary to support the center. Additionally, the project 
benefited from the federal New Markets Tax Credit Program that promotes private capital 
investment in low-income regions.136 Tax incentives for donated or discounted compute resources 
could increase universities’ access to commercial compute resources, especially at a time when more 
companies seek relationships with academia.  
 
Establish multilateral export controls on semiconductor manufacturing equipment (SME) 
and increase federal R&D funding for next-generation hardware 
The United States has a major global lead in semiconductor design and should enact multilateral 
export controls, in concert with allies and partners, to protect its competitive edge in hardware. 
China is currently heavily dependent on imports of foreign-manufactured semiconductors to meet 

The U.S. Department of Energy’s Oak Ridge National 
Laboratory (ORNL) unveils its most powerful scientific 
supercomputer. Supercomputers provide the U.S. 
government with massive amounts of compute, and the 
government is working to give researchers in academia 
increased access to compute. (ORNL/Carlos Jones/Flickr) 
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internal demand. As part of its Made in China 2025 plan, China is looking to reduce its reliance on 
foreign chips by ramping up domestic semiconductor production.137 Yet this desire to indigenize 
production is a major source of strategic leverage for the United States. 
 
To accomplish this goal, China needs foreign imports of semiconductor manufacturing equipment 
(SME), which are the equipment and tools needed to establish a chip fabrication facility, or foundry. 
 
The global SME market is highly centralized, with the United States, Japan, and the Netherlands 
accounting for 90 percent of global SME market share.138 In key areas the market is even more 
concentrated. A single Dutch company is the sole supplier of extreme ultraviolet lithography 
machines required to make the latest generation of semiconductors.139 Nearly the entire global 
supply of photoresists, chemicals essential to the production of semiconductors, is produced by a 
handful of companies based in the United States, Germany, Japan, and South Korea.140  
 
The Commerce Department and State Department should work with key allies and partners (the 
Netherlands, Japan, South Korea, and Singapore) to establish multilateral export controls on SME, 
restricting sales to China. While export controls on semiconductors themselves should be rare and 
targeted, such as the action against Huawei and a handful of other companies linked to the Chinese 
military, the United States should enact broad restrictions on sales of SME to China, working in 
concert with allies and partners, in order to sustain the U.S. advantage in hardware. 
 

The United States should enact broad restrictions on sales of SME to China, working 
in concert with allies and partners, in order to sustain the U.S. advantage in 
hardware. 

 
One risk to SME export controls is that they deprive U.S. companies of profits they currently use to 
invest in R&D. Chinese investments in domestic chip fabrication have buoyed the SME industry, 
accounting for much of the recent market growth.141 U.S. companies must continue to invest in 
next-generation techniques to remain global leaders. As chip designs approach the atomic limit of 
silicon and Moore’s Law comes to an end, chip companies are searching for the next breakthrough 
that will lead to a new generation of computing hardware. In order to ensure continued U.S. 
leadership in semiconductors, the federal government should increase R&D in next-generation chip 
design, fabrication, and packaging. Enacting the following two recommendations also would offset 
SME revenue losses. 
 
Boost domestic semiconductor manufacturing with retooling incentives 
Reinvigorating the Trusted Foundry program would be a positive step for U.S. leadership in AI 
hardware and help to ensure a secure supply chain. Building plants for semiconductors is 
expensive—an advanced fabrication facility can cost up to $20 billion.142 
 
A feasible alternative to all-new facilities to revive this part of the Trusted Foundry Program is to 
support retooling of existing U.S.-based foundries to facilitate leading-edge hardware. Some fabs 
need to retool every two to three years to stay competitive, and these costs are burdensome.143 
Several companies already have requested funding to upgrade fabrication facilities in order to supply 
the government.144 The United States should identify the U.S.-owned domestic facilities most 
suitable for retooling and develop a long-term funding plan to rebuild a trusted leading-edge 
semiconductor manufacturing capacity. 
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Secure semiconductor supply chains  
The United States should work with U.S. industry leaders to explore novel public-private 
partnerships to ensure trusted semiconductor supply chains and work with key allies to establish an 
international fab consortium to diversify semiconductor fabrication. The United States is a global 
leader in semiconductor design, with U.S.-headquartered firms accounting for roughly half of the 
global market, but most fabrication occurs overseas.145 This heavy reliance on overseas production 
presents risks of disruption or vulnerabilities introduced into the supply chain.146 For example, chip 
production at Taiwan Semiconductor Manufacturing Company was disrupted briefly in 2018 when a 
computer virus made its way onto fabrication equipment.147 Taiwan in particular is a major locale for 
semiconductor fabrication, accounting for over 70 percent of fabrication in “pure play foundries.”148 
Taiwan is a major target of Chinese hackers and potential insider threats and a potential flashpoint 
for conflict.149 
 

The costs of establishing a new 
foundry are significant, on the order 
of $10–20 billion, making on-
shoring costly even with potential 
government subsidies.150 
Additionally, the U.S. military and 
intelligence community have special 
needs for security that go above and 
beyond what is available in 
commercial facilities, yet they lack 
the scale of demand to make a 
purely government-dedicated 
foundry profitable.151 The DOD 
and intelligence community should 
explore novel approaches for 
public-private partnerships with 
U.S. companies to build the 
capability for trusted design, 
fabrication, packaging, and testing. 

Additionally, the United States should establish an international fab consortium with allies to share 
the cost burden of building new semiconductor foundries to ensure a trusted and diverse supply 
chain. Member nations should include the global leaders in semiconductor manufacturing 
equipment: the United States, Japan, and the Netherlands.    
 
 

VII. SHAPE GLOBAL NORMS FOR AI USE  
 
The applications of AI can do incredible good for societies. It can optimize city systems, study 
employment patterns to give insights to policymakers, and revolutionize biotechnology. Technology 
in general can be used to make human life easier but only if it is subjected to informed policy and 
good governance. Increasingly, AI-enabled technologies are being abused by authoritarian states to 
exert control over their populations. In some cases, U.S. research and academic and private 
institutions have been complicit in enabling these abuses.152 

Employees at SK HYNIX Inc., South Korea’s largest 
semiconductor company, work on a production line at a plant in 
Icheon, South Korea. Semiconductor supply chains are increasingly 
global, and their chains of custody pose challenges for security 
verification, which is of growing concern for the U.S. Department 
of Defense. (Pool/Getty Images) 
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Myriad potential risks arise with AI technologies. AI’s general purpose and dual-use nature increase 
the risks of misuse and accidents. Risks of misuse involve the possibility of individuals or groups 
using AI systems in an unethical way, while accident risks are the potential harms that stem from AI 
systems behaving in unexpected ways.153 AI also poses structural risks, meaning that AI technologies 
have the capacity to shape the political, economic, or social environment in disruptive or harmful 
ways.154 Conversely, factors derived from structure, such as competitive advantages, also could 
influence how actors use AI, including by creating perverse incentives, such as actors racing to 
develop the technology first and taking shortcuts on safety. 
 
As AI increasingly is incorporated into technologies that impact Americans’ daily lives, the potential 
for misuse, accidents, and structural risks increases. Facial, image, and speech recognition algorithms 
are becoming more accurate, ubiquitous, and affordable every day. While they strengthen law 
enforcement capabilities, these technologies also raise concerns about civil liberties. Speech 
generation and synthetic media can be used in art, but also to spread disinformation and undermine 
the public’s trust in truth and facts.  
 
American leadership, alongside other democratic nations, in shaping international AI norms is 
essential to ensuring these technologies are developed and used in ways that align with democratic 
interests and values. The administration and Congress should: 
 
Lead in establishing norms for appropriate AI use 
The United States must be a leading voice on the how AI should and should not be used. As an 
open democratic society and the world’s preeminent economic and military power, the United States 
has unparalleled influence and authority. U.S. society must determine how to strike a balance 
between concerns surrounding the use of AI systems, such as the debate over facial recognition 
technology. The United States is one of the few countries in the world where the interplay between 
civil society, government, and corporations will determine the processes to manage such thorny 
questions. It is vital to get this right, not just for the sake of American society, but to set an example 
for the world. 
 
The U.S. government should pursue leadership in establishing norms for AI. In October 2019, the 
Defense Innovation Board (DIB) proposed a series of AI ethics principles, that if adopted by the 
Pentagon, will help guide the Defense Department’s use of AI in combat and noncombat systems.155 
These principles can serve as a model for how the U.S. government, led by OSTP, guides the 
development and use of AI systems. The U.S. government also should collaborate with AI 
technologists who conduct research on AI safety, risk mitigation, and misuse. Not only does the 
U.S. government need to develop guiding norms for AI use, they will need to develop 
implementation methods and accountability mechanisms for abiding by them.  
 
Collaborate with allies and partners on norms for AI use 
The United States cannot go it alone. Working with allies and democratic partners will be essential 
to setting global norms on AI use at a time of growing AI competition. The implications of AI for 
global stability are too great.  
 
The United States signaled its commitment to trustworthy AI that respects human rights and 
democratic values by endorsing the OECD AI principles.156 In a speech at the OECD forum where 
those principles were endorsed, U.S. Chief Technology Officer Michael Kratsios called “on every 
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nation that shares our values to join with us to develop AI and make our countries stronger, the 
world safer, and our people more prosperous and free.”157 
 
Alliances and partnerships with like-minded countries will ensure that responsible stewardship of AI 
becomes the global norm. Concerted cooperative action will encourage other nations to follow suit 
and place pressure on outliers. 
 
Protect U.S. research from supporting human rights violations 
AI already is being used to strengthen autocratic rule and suppress minority populations. The most 
egregious example to date is in China. The Chinese Communist Party is conducting human rights 
abuses against Uyghurs in Xinjiang and is using AI-enabled technology to do it. The state has 
detained more than a million Uyghurs in detention camps.158 Those not in camps are trapped in 
cities where neighborhoods are cordoned by facial recognition gates that determine who may pass, 
who may not, and who will be detained on sight.159 Data doors pick up identifying cell phone 
information for people walking through them, and citizens are required to have government spyware 
installed on their phones.160 
 
The Chinese government has forcibly collected other kinds of data to track Uyghurs as well, 
including gait data, voiceprint data, and genetic data.161 Cameras track vehicles wherever they go and 
automatically identify license plates at gas stations.162 The authorities use the Integrated Joint 
Operations Platform to aggregate this data, along with information about religious practices and 
other activities for their easy reference.163 China’s government is extending its watchful eye over the 
rest of the country with data-based initiatives like the Golden Shield Project, Sharp Eyes, and plans 
for a nationwide voiceprint recognition database.164 China has engineered a new approach to 
authoritarianism supercharged by AI. It has been holding workshops abroad about its digital 
practices and selling surveillance technologies to other states; its approach is likely to proliferate over 
time.165 

Due to the dual-use nature of 
facial recognition and other 
biometrics-detection technology, 
U.S. organizations are at risk of 
indirectly contributing to these 
human rights violations through 
research collaborations, 
technology exports, and 
investments.166 Several U.S. 
companies and universities 
already have been implicated, 
sometimes inadvertently, and 
have withdrawn deals or 
agreements. In September 2019, 
the U.S. Department of State 
circulated draft guidance for the 
export of surveillance hardware 
and software.167 While sensible, 
the guidelines are not mandatory. 
Stronger action is needed. 

A protester covers a security camera during a march in Hong Kong 
against the extradition bill. The Chinese government is using AI-
enabled technologies to collect mass amounts of biometric data to 
track and surveil its population. (Chris McGrath/Getty Images) 
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To prevent U.S. AI companies from enabling human rights abuses, Congress should modernize P.L. 
101-246, Title IX, which “restricts the U.S. licensing of exports and re-exports of crime control and 
crime detection equipment and instruments listed in the Export Administration Regulations to 
China.”168 This modernization should include hardware incorporating AI-enabled biometric 
identification technologies such as facial, voice, and gait recognition. Additionally, the White House 
should levy further sanctions on and expand the Department of Commerce Entity List to include 
businesses and entities that provide oppressive technology, training, or equipment to authoritarian 
regimes implicated in human rights abuses.169 In October 2019, the Trump administration placed 
eight Chinese technology companies on the Entity List for their involvement in human rights 
violations in Xinjiang and put visa restrictions on Chinese officials complicit in these activities.170 
Congress also should consider legislation to prevent U.S. entities from investing in companies that 
are building AI tools for oppression, such as Chinese AI company SenseTime.171 
 
The United States can exert further pressure by invoking the Global Magnitsky Act to sanction 
foreign individuals involved with human rights abuses.172 These actions are necessary to provide 
guardrails around legitimate U.S.-China AI cooperation and ensure that U.S. organizations do not 
contribute inadvertently to human rights abuses.  
 
 

VIII. IMPROVE GOVERNMENT READINESS  
 
With its American AI Initiative, the administration has identified the prerequisite building blocks for 
the implementation of a national AI strategy. According to the Government Artificial Intelligence 
Readiness Index published by the Oxford Institute, the United States is the fourth most “ready” 
country in the world on this front. These factors include strong governance, availability of quality 
data, technical skills, and robust public services. The report highlights the United States’ “highly 
skilled workforce, innovation-friendly regulatory environment, and access to technological 
infrastructure and data” as positive developments.173 
 
The administration’s AI R&D Strategic Plan, executive order on AI, and long-term research efforts 
like DARPA’s AI Next campaign are strengths to build upon.174 In Congress, H.R. 4174 mandated 
the establishment of a Chief Data Officer Council at the Office of Management and Budget to 
coordinate best practices and data-sharing across the government.175 The OPEN Data Act requires 
federal organizations to publish information in standardized machine-readable formats, which 
increases data quality and availability as standard practice.176 These developments satisfy many of the 
organizational and data infrastructure requirements for AI adoption, but more is needed to achieve 
long-term U.S. objectives. 
 
To ensure U.S. government agencies can take full advantage of AI resources, Congress and the 
cabinet-level departments should: 
 
Prioritize talent management 
Talent management in an era of AI will require managing three different, but related, challenges. 
First, it is necessary for the U.S. government to attract and retain top talent with technical AI 
expertise. Second, many national security professionals will require training in AI so that they can 
responsibly and effectively use AI applications. Third, government officials including senior leaders, 
policymakers, and procurement officials will need a working knowledge of AI functionality, uses, 



The American AI Century: A Blueprint for Action  
 

 

30 

30 

and limitations to craft policy and inform acquisitions. Rotational programs to distribute talent 
around the government and career trajectories built around AI systems management as a profession 
would further bolster the federal government’s human capital. The United States also needs to 
develop novel ways to bring outside AI experts into the government, even if for short periods of 
time. Temporary assignments, fellowships, and other opportunities (including recognition and public 
discussion of the results of such assignments) that make it easier for external technical and policy 
experts to serve may help ensure that the government has the AI expertise it needs. 
 

The United States also needs to develop novel ways to bring outside AI experts into 
the government, even if for short periods of time. 

 
One model the U.S. government has used to employ digital talent is through short-term “tours of 
service.”177 Some initiatives are government-wide, like the U.S. Digital Service (USDS), which places 
technologists in a variety of projects and agencies. Some projects are security-oriented; for example, 
the Defense Digital Service component facilitated the Hack the Pentagon bug bounty program. 
Other projects showcase how applying talent to project-based approaches can modernize 
government processes. USDS has completed projects to optimize Department of Veterans 
applications for cloud and to increase digitization of Department of Homeland Security casework. 
Individual agencies also have undertaken term-based efforts. The National Institutes of Health 
(NIH), in its Strategic Plan for Data Science, announced its intention to recruit data scientists from 
industry and academia for one- to three-year “national service sabbaticals” at NIH projects.178 These 
“tours of service” and “Data Fellows” concepts could serve as models for kickstarting AI 
implementation as the government continues to establish its longer-term personnel needs. 

 
U.S. policymakers need to 
recognize, however, that the pool 
of AI talent willing and able to 
serve in government will remain 
limited unless obstacles in hiring 
and employment practices are 
addressed. On-and-off ramps for 
the federal workforce are limited 
by both policy and culture. 
Federal employees no longer seek 
a three-decade career within a 
single agency—younger 
personnel have different 
expectations of career 
management. Likewise, many 
evolving fields (from STEM to 
regional expertise) benefit 
enormously from experts who 
can refresh their knowledge and 
experience in and out of 
government, with simplified 

paths of return. To create a flexible and permeable workforce, in the short term OPM should work 
with Congress and federal agencies to change present policies to allow prior government employees 

Cyber experts, technologists, and data scientists participate in the U.S. 
Navy’s #HackTheSky hackathon. The participants were tasked with 
hacking into the code that controls the Naval Postgraduate School’s 
fleet of autonomous swarming drones. The U.S. government hosts an 
array of events like this one to spur collaboration among government 
officials, researchers, and those in the private sector. (Victoria 
Ochoa/U.S. Navy) 
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to be rehired noncompetitively at any level for which they are qualified.179 Just as importantly, 
agencies should remove barriers to talent movement between departments and agencies—including 
excessive and delaying security clearance transfers. Finally, federal agencies should enable more 
seamless on-ramps for internship and fellowship programs.180 
 
Additionally, the government should examine how existing talent acquisition processes can be 
expanded to include AI specialists. To highlight one success case, the Department of Defense’s 
Cyber Excepted Services has cut hiring times in half for new employees and is being leveraged for 
AI professionals as well.181 To recruit recent graduates into government, the CyberCorps: 
Scholarship for Service could serve as a model. The program awards scholarships contingent upon 
working for government in cybersecurity positions following graduation.182 The program could be 
expanded to target AI talent for both security and non-security functions. 
 
Another effort to emulate is the Defense Digital Service. It employs best practices from the business 
world to quickly bring the best available technology into the department.183 With its cadre of top 
private sector technologists on temporary government assignments, it launched the federal 
government’s first bug bounty program and open source coding collaboration, to name a few 
successful projects.184 
 
The U.S. Air Force Kessel Run initiative presents another novel approach to attracting and retaining 
talent. Rather than being located on a military base, personnel are based in Cambridge, 
Massachusetts, creating a work environment more akin to a technology start-up instead of the 
stereotypically staid government office.185 U.S. government entities across the board will need to 
think creatively about how to entice AI talent to work in the public sector to compete with the 
perks, flexibility, and higher salaries offered by tech sector firms. 
 
Allocate funding for federal agencies to implement AI 
The American AI Initiative called upon agencies to prioritize AI within their budgets. The request 
has had some successes, like the Department of Energy’s April 2019 announcement of $20 million 
specifically to expedite the implementation of AI and machine learning into energy technologies and 
design.186  
 
The American AI Initiative falls short in that it does not establish budget targets. Agencies could lag 
on AI implementation without dedicated financial support. This hands-off approach by the 
administration further risks disjointed and incoherent efforts that will likely result in needless 
frustration and inefficiencies. 
 
Most importantly, increases in spending beyond what existing budgets can support is needed. Front-
end requirements include much higher R&D funding, data infrastructure upgrades, and talent 
acquisition. Rebalancing limited budgets to implement AI could displace critical mission and 
research areas within agencies.187 Such displacement risks agencies relabeling other ongoing projects 
as AI-related where they can. 
 
The White House should work with Congress to ensure agencies are allocated sufficient 
appropriations for AI implementation. The American AI Initiative is a good start, but ensuring 
much greater funding and coordinated congressional support will cement AI as a national priority. 
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Modernize IT processes 
AI implementation by the U.S. government depends on the ability to update systems; manage, 
leverage, and share data; have access to compute; and manage a technical workforce. This will 
require consolidating data centers and standing up cloud services. 
 
The U.S. government is making progress in recognizing the challenges in this area. For example, the 
GAO has suggested updates to IT practices that would be conducive not only to government 
efficiency but to AI adoption. The GAO recommended data center consolidation, modernization of 
legacy systems, and management of the IT workforce.188 Separately, the Defense Innovation Board’s 
Software Acquisition and Practices (SWAP) study endorsed updates to the Department of Defense’s 
software acquisition processes.189 Congress folded in elements of the SWAP study into the National 
Defense Authorization Act (NDAA) for FY 2020.190 Following through on these measures, with 
continued cross-government leadership, will set the conditions for adopting AI.  
 
The cloud will be important to AI implementation. According to the Department of Defense Cloud 
Strategy, “The algorithms used to inform decisions are dependent on the Department’s data and 
information being organized, secure, and visible in a common environment.”191 AI depends on an 
aggregation of data and on compute; cloud solutions can deliver both. The U.S. government needs 
to optimize its data management in order to implement AI. The government is tackling data 
consolidation from a number of angles already through legislation like the 2014 Federal Information 
Technology Acquisition Reform Act, cross-government modernization efforts like the GAO’s 
Improving the Management of IT Acquisitions and Operations initiative, and agency projects like 
the Department of Defense’s Cloud Strategy and Joint Enterprise Defense Infrastructure (JEDI) 
cloud.192 Some agencies are farther ahead than others, but the overall trajectory toward virtualization 
and cloud services—whether Software as a Service, Platform as a Service, or Infrastructure as a 
Service—seems positive.193 
 
 

IX. LEAD IN AI STANDARDS-SETTING AND MEASUREMENT  
 
AI Standards 
AI should be safe, reliable, secure, and resilient. Government agencies also should continue to fund 
research of explainable and transparent AI systems. Standardization of AI techniques is required to 
define these qualities and provide the foundation for their measurement and regulation, where 
required. The United States long has been a leader in standards-setting, such as in 
telecommunications.194 U.S. leadership in global AI standards-setting will help ensure that AI 
implementations play to our strengths and comport with our interests and values. 
 

U.S. leadership in global AI standards-setting will help ensure that AI 
implementations play to our strengths and comport with our interests and values. 

 
In August 2019, the National Institute of Standards and Technology (NIST), part of the Department 
of Commerce, published a plan for how federal agencies should engage in AI standards.195 This 
leadership role was mandated by the Trump administration’s American AI Initiative.196 Outside of 
the U.S. government, the American National Standards Institute (ANSI) is one of the leading 
national organizations focused on standards-setting both in the United States and abroad. A 
subgroup within ANSI, the International Committee for Information Technology Standards, is 
working specifically on developing standards in AI. 
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ANSI and NIST are engaged in the nascent international standards-setting effort. Working groups 
now are debating such topics as trustworthiness in AI, big data, AI use cases and applications, and 
governance implications of AI.197   
 
Measuring AI 
Measurement is how the AI research community orients itself and prioritizes research. Some 
measurement-focused initiatives, like the ”ImageNet competition,” have helped define field-wide 
progress in areas such as image recognition.198 Other initiatives, like New York University’s 
language-focused “GLUE” benchmark, have themselves become catalysts for further research. After 
various people submitted AI systems that maxed-out performance on GLUE, NYU built a new, 
harder benchmark called “SuperGLUE,” which is serving to further catalyze progress.199 
 
Benchmark tests are necessary to understand the performance of an AI system. With the breadth of 
technologies, functions, and capabilities that comprise AI, devising quantitative measurement 
schema poses a challenge. As a result, current tests for measuring AI range from vague and 
conceptual to well defined and mature. The AI Index has compiled some of the best examples of 
efforts to track progress of AI research.200 
 
An example from the established end of the AI research spectrum is the F1 score—a function of 
precision and recall—that is used widely to evaluate natural language processing models. On the 
other end of the spectrum is the concept of computational creativity, the ability of a computer to 
create new ideas from existing information or to solve a problem it hasn’t encountered before. 
Scientists still argue over what “creativity” means or whether it’s possible for computers, let alone 
how to measure it. 201 
 
Moreover, AI measurement methodologies are not static. As technologies mature, and expectations 
of machine intelligence change, many tests that make sense today will not be as relevant a few years 
from now. Periodic reexaminations—at least every five years—and updates of testing methodologies 
will be necessary to ensure that AI systems are functioning optimally.  
 
Take the example of the stalwart Turing Test, often used to test how well chatbots can mimic 
humans. Over half a century old, it is less meaningful today as a means to measure machine 
intelligence. Experts have proposed new tests of artificial creativity and intelligence such as Lovelace 
2.0 and Winograd Schema Challenge as alternatives to Turing.202 Winograd itself has shortcomings 
due to language- and data-based biases, according to a group of researchers. In July 2019, 
researchers announced a new, much larger challenge and associated dataset called WINOGRANDE 
that addresses these deficiencies.203 We should expect further improvements to this new schema as 
knowledge and capabilities grow. 
 
U.S. government involvement in standards-setting and measurement is important because 
policymakers will have direct access to the quantitative information needed for better, evidence-
based decisionmaking. It further helps government experts identify areas where targeted grants—
such as academic research on quantifying AI “robustness” and “trustworthiness”—would help to 
establish well-defined and effective metrics.  
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U.S. government involvement in standards-setting and measurement is important 
because policymakers will have direct access to the quantitative information needed 
for better, evidence-based decisionmaking. 

 
Codified tests to measure performance, functionality, and capabilities of AI systems are important 
and necessary. To make sure the United States is a global leader in AI metrics and to promote 
widespread adoption of AI solutions, the White House Office of Science and Technology Policy 
should:  
 
Establish an NSTC Subcommittee for AI Standards & Measurement  
Co-chaired by OSTP and NIST, the subcommittee would be created under the existing NSTC Select 
Committee on AI, whose mandate is to “prioritize and promote AI R&D, leverage federal data and 
computing resources for the AI community, and train the AI-ready workforce.”204 AI testing and 
standards are currently the purview of the NSTC Subcommittee on Machine Learning and Artificial 
Intelligence, which has a broader charter centered on monitoring the state-of-the-art in ML/AI and 
sharing of best practices between government agencies.205 The central importance of standards and 
measurement to fostering AI technologies that are safe, secure, and reliable, and that comport with 
U.S. norms and values, warrants a stand-alone subgroup dedicated to the issue. This subcommittee 
would be most effective under the more focused NSTC Select Committee on AI. 
 
It should bring together subject matter experts and stakeholders from government, academia, and 
private industry to formulate AI standards, identify AI metrics requiring measurement, identify AI 
risks, adopt existing performance measures, and design and codify relevant measurement techniques 
when necessary. 

 
The subcommittee should be 
empowered to recommend what 
continuous testing, evaluation, and 
measurement can be done reliably in 
the private sector and academia, 
versus what should be conducted 
externally by governmental entities 
(e.g., aspects of telemedicine, 
medical device safety, and certain 
autonomous vehicle functions). 
Another function should be to 
identify measures around which 
academia and industry are beginning 
to coalesce. In these cases, the U.S. 
government could focus 
competitions to promote 
standardization and adoption of 
such measures. 
 
 

 
This body should work in concert with the American National Standards Institute (ANSI) to ensure 
that new AI measuring techniques conform to U.S. AI standards. To be effective, the subcommittee 

Uber conducts a test of a self-driving car in San Francisco. 
Standards setting and measurement will be instrumental in 
ensuring that emerging technologies like autonomous vehicles are 
tested and evaluated throughout the technology’s entire life cycle 
to ensure safety and reliability. (Justin Sullivan/Getty Images) 
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must have a permanent mandate so that it can review and update metrics and tests over time as 
needed.206 
 
The subcommittee should partner with ANSI to develop a list of guidelines for government agencies 
and private companies to assess risk in the AI technologies they develop and deploy. The EU has a 
case study worth emulating. In 2018, the European Commission introduced draft ethical guidelines 
for trustworthy AI, prioritizing systems that impacted the user directly.207 The subcommittee’s 
guidelines should focus on the potential for misuse, the risk of accidents, and the possibility of 
negative structural or environmental impact.  
 
Finally, Congress should appropriate funding to specific government agencies to join the 
subcommittee as a member.208 This appropriation would cover staffing and travel costs, allowing 
government agencies to appoint representatives from among themselves to attend working group 
meetings for the subcommittee. 
 
Define what is AI 
The U.S. government should formulate a definition of AI for its purposes. This is a necessary first 
step: Doing so will facilitate standards-setting, formulate measurements, ease the appropriation of 
AI-related funding, and help to track the AI spending of government departments and agencies. A 
well-crafted definition will be richly descriptive, not pithy, to bound how it is interpreted. It will 
require addressing the subfields of AI, acknowledging the wide range of use cases, and identifying all 
relevant processes (e.g., reasoning, problem-solving, language-understanding). We recommend our 
proposed NSTC Subcommittee on AI Standards, Measurement & Risk determine this definition.   
 
Hedge Against Technology Surprise 
Being aware of and understanding global AI developments is essential to the United States 
maintaining its edge. Tracking global progress in AI is also necessary to help avoid technology 
surprise. While there is no standard definition of “technology surprise,” broadly speaking it concerns 
major technological breakthroughs, discovery of a previously unknown research effort, an 
unexpected rapid development or advancement in a scientific or technical field, and/or an 
unanticipated novel use of existing technology.209 
 

Tracking global progress in AI is also necessary to help avoid technology surprise. 
 
One way to minimize the risk of technology surprise is a methodology called horizon scanning. This 
technique incorporates research from a wide variety of sources with the goal of detecting change, 
exploring problems and challenges in emerging technology fields, and discerning trends. Numerous 
organizations are already applying horizon scanning to keep tabs on AI advances. OpenAI used 
horizon scanning techniques for its “AI and Compute” analysis.210 The British nonprofits Jisc and 
the Center for the Future of Intelligence, and the Australian Council of Learned Academies use the 
technique to inform their analyses of AI research. 211 
 
In the United States, Stanford University publishes an annual AI Index that contains many 
indicators and data points useful for horizon scanning approaches.212 The Chinese new media 
company Leiphone publishes a vast database of information on AI developments in China called AI 
Impact Factors Database (AI影响因子) that provides valuable insights.213 
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To reduce the risk of technology surprise, the White House Office of Science and Technology 
Policy should: 
 
Establish a permanent horizon scanning effort devoted to AI 
The U.S. government has several departments and agencies with staff experienced in horizon 
scanning, including DoD, DHS, and the intelligence community.214 Relevant government agency 
representatives, along with participants from academia and the private sector should conduct regular 
meetings and workshops to discuss and analyze global AI trends and publish periodic unclassified 
and classified reports to inform policymakers and decisionmakers throughout the U.S. government. 
 
This effort would function best if focused on specific case studies with important national security 
implications, and where non-public information offers critical insight—for example, measuring 
advancements in AI for the creation of autonomous drone movement systems and the development 
of adversarial AI capabilities. 
 
 

X. CONCLUSION  
 
The United States’ position as the global leader in AI is under increasing pressure. Other countries, 
China especially, are outpacing the United States in growing their R&D budgets and investing more 
resources in human capital. Still, the United States holds important advantages with its extensive 
system of world-class universities and research institutes, leading technology companies, and a 
vibrant venture capital and private equity market to fund AI start-ups. It remains a place where 
people from around the world want to work and live. 
 
The Trump administration articulated a strong strategic vision with its executive order and National 
R&D Strategy for AI. The next phase must be executing to achieve these goals. Implementing the 
recommendations in this report will help ensure that the United States is positioned for near-term 
and long-term success, and that this vision becomes reality. 
 
The United States is at its best when it rises to the occasion to face a challenge head-on. By 
nurturing and capitalizing on U.S. advantages, and addressing the areas where America is starting to 
fall short, the United States can ensure this will be the American AI Century. 
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APPENDIX 
 
Ongoing AI Initiatives Across the U.S. Government 
 
The U.S. government is engaging in numerous lines of effort to advance artificial intelligence.215 The 
Executive Branch and Congress are prioritizing AI through ongoing initiatives and projects, several 
of which are outlined below. 
 
The White House 
In February 2019, President Trump signed the “American AI Initiative” Executive Order (EO), 
identifying AI as an R&D priority for the U.S. government. The strategy, framed around five 
principles, directs implementing agencies to prioritize “sustained investment in AI R&D.”216 (1) The 
EO identifies the need for collaboration between the federal government, private industry, and 
academia. (2) It directs federal agencies to share more of their datasets and models for use by the AI 
research community. (3) The EO prioritizes AI education and workforce development to train the 
“next generation of AI researchers.”217 (4) It addresses public concerns over data security and 
privacy. (5) The initiative promotes increased collaboration with allies and partners, while protecting 
U.S. assets from acquisition by “strategic competitors and adversarial nations.”218 
  
The Office of Science and Technology Policy (OSTP)  
The OSTP is orchestrating several AI projects and initiatives. These includes, but are not limited to: 
creating and co-leading the Select Committee on AI; co-leading and managing the Networking and 
Information Technology Research and Development program (NITRD) Machine Learning and AI 
Subcommittee; overseeing as part of the National Science and Technology Council (NSTC) the 
update to the National Artificial Intelligence Research and Development Strategic Plan; and leading 
the United States in international discussions on AI, including delegations to the 2017, 2018, and 
2019 G7 Innovation and Technology Ministerial to promote AI R&D, as well as ongoing AI-related 
efforts in the OECD and in G20 ministerials.219 The NITRD AI R&D Interagency Working Group, 
formed in June 2018, applies a “free market approach to scientific discovery” to harness the 
“combined strengths of government, industry, and academia,” in order to best use this technology. 
  
National Science & Technology Council  (NSTC) 
 
The National Artificial Intelligence and Development Strategic Plan 
The National Science & Technology Council’s Select Committee on Artificial Intelligence published 
an updated AI R&D strategic plan in June 2019.220 Building off the original 2016 strategy, the plan 
identifies priority areas for federal government investment in AI R&D.221 The strategy includes eight 
strategic priorities: (1) “Make long-term investments in AI research.” (2) “Develop effective 
methods for human-AI collaboration.” (3) “Understand and address the ethical, legal, and societal 
implications of AI.” (4) “Ensure the safety and security of AI systems.” (5) “Develop shared public 
datasets and environments for AI training and testing.” (6) “Measure and evaluate AI technologies 
through standards and benchmarks.” (7) “Better understand the national AI R&D workforce 
needs.” (8) “Expand public-private partnerships to accelerate advances in AI.” 
 
NSTC issued a report reviewing federal AI R&D activities during the 2016-2019 timeframe in 
November 2019.222  
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America’s Strategy for STEM Education  
The promotion of STEM education is an ongoing priority for the Trump administration. In 
September 2017, President Trump signed a Presidential Memorandum for the Secretary of 
Education, with the goal of devoting approximately $200 million in grant funds every year to the 
promotion of STEM education, particularly in the field of computer science.223 The Committee on 
STEM Education of the NSTC released a five-year strategic plan in December 2018 for STEM 
education, based on “a future where all Americans will have lifelong access to high-quality STEM 
education and the United States will be the global leader in STEM literacy, innovation, and 
employment.”224 This is a critical effort due to the importance of STEM education for developing 
the human capital the nation needs in AI and other high-tech fields. 
 
National Security Commission on Artificial Intelligence 
The U.S. Congress mandated the establishment of the National Security Commission on Artificial 
Intelligence in the 2019 NDAA, recognizing the need for a comprehensive national approach to AI. 
The commission was created as an independent body to “review advances in artificial intelligence, 
related machine learning developments, and associated technologies” to “comprehensively address 
the national security and defense needs of the United States.”225 The commission’s focus areas 
include developments and trends in international cooperation and competitiveness, stimulating 
academic AI research with applications to national security, workforce and education incentives to 
attract leading talent in AI and machine learning, evaluating risks and ethical considerations 
associated with the military use of AI-enabled technologies, establishing data standards and 
incentivizing the sharing of training data, and potential mechanisms for managing the evolution of 
AI technologies.  
 
Eric Schmidt, former head of Google’s parent company Alphabet, serves as chairman of the 
commission and Robert O. Work, former Deputy Secretary of Defense, serves as vice chairman. 
The commission sent its initial report to Congress in July 2019.226 On November 4, 2019, the 
NSCAI released its interim report which identified five lines of effort on which the U.S. government 
should focus: R&D investments, national security applications of AI, training and recruiting AI 
talent, protecting and building upon U.S. technical advantages, and promoting global AI 
cooperation.227  
 
Congressional Artificial Intelligence Caucuses  
In May 2017, the U.S. House of Representatives established a bipartisan AI caucus, with the mission 
to “inform policymakers of the technological, economic, and social impacts of advances in AI and 
to ensure that rapid innovation in AI and related fields benefits Americans as fully as possible.” 228 In 
March 2019, a bipartisan group of U.S. senators announced the creation of their own bipartisan 
Senate Artificial Intelligence Caucus.229 Recognizing the transformative potential of AI, the caucus 
will seek to connect congressional members to AI experts in the private sector and academia.230  
 
The U.S. Department of Defense (DoD) 
  
Joint Artificial Intelligence Center (JAIC)231 
The 2018 National Defense Strategy (NDS) specifically identifies AI as an emerging technology with 
the potential to shape military power and as an arena of strategic competition. To prioritize AI 
throughout the Department, the DoD established the Joint Artificial Intelligence Center (JAIC) in 
June 2018 as a hub for AI research and development. In addition to launching a series of AI-centric 
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National Mission Initiatives, the JAIC is tasked with three central goals. The JAIC will “accelerate 
delivery and adoption of AI capabilities across DoD . . . establish a common foundation for scaling 
AI’s impact,” and “synchronize DoD AI activities, related AI and machine-learning projects” across 
the entire Department.232  Since its inception, the JAIC has received approximately $90 million in 
funding.233 In the FY 2020 budget, the JAIC will receive approximately $208 million in funding, 
about half of the amount the Pentagon first projected it would need to scale the center.234  
 
Artificial Intelligence Strategy 
The Department of Defense released its AI strategy, “Harnessing AI to Advance Our Security and 
Prosperity,” in February 2019. The DoD framed its strategy around the concept of a “human-
centered adoption of AI,”235 the idea that humans play an essential role in the deployment and use of 
AI.236 Specifically, the Department’s strategy calls for the rapid delivery of AI-enabled technologies 
and prioritized collaboration with private industry, academia, and U.S. allies. It emphasizes the 
DoD’s desire to lead in AI safety and ethics. The strategy also established the JAIC as the focal 
point of AI efforts across the entire Department.237 
  
Defense Innovation Board  
The Defense Innovation Board (DIB) recognizes the importance of maintaining America’s 
technological advantage in AI, as well as ensuring these technologies are developed and used 
ethically and safely. In July 2018, the DIB’s Subcommittee on Science & Technology was tasked 
with establishing a set of AI Principles for Defense, to ensure that the U.S. government develops 
and uses AI and related tools responsibly.238 Over the duration of its study, the DIB has conducted a 
number of public listening sessions around the country, gathering input from a diverse group of 
stakeholders, inside and outside the U.S. government, focused on AI safety.239 Additionally, the 
subcommittee directly engaged with organizations in the AI community committed to AI ethics and 
safety.  
 
On October 31, 2019, DIB members voted and approved its proposed list of AI principles.240 If 
adopted by the DoD, the principles will be used to inform future AI strategies, shape the JAIC’s 
ongoing activities, and provide clarity to private sector companies that are considering partnering 
with the U.S. government.241     
  
Defense Advanced Research Projects Agency (DARPA)  
DARPA currently funds a “broad portfolio of AI R&D programs, ranging from basic research to 
advanced technology development.”242 In September 2018, DARPA announced an “AI Next” 
campaign consisting of a $2 billion-plus investment over five years in new and existing programs 
focused on attending to new capabilities and developing robust, explainable, high-performance, 
next-generation AI technologies. These include “automating critical DoD business processes, such 
as security clearance vetting or accrediting software systems for operational deployment; improving 
the robustness and reliability of AI systems; enhancing the security and resiliency of machine 
learning and AI technologies; reducing power, data, and performance inefficiencies; and pioneering 
the next generation of AI algorithms and applications, such as ‘explainability’ and common sense 
reasoning.”243 

 
 
 
 



The American AI Century: A Blueprint for Action  
 

 

40 

40 

U.S. Air Force 
In September 2019, the U.S. Air Force unveiled its strategy for AI as an annex to the DoD’s 
overarching AI strategy released in February 2019.244 The Air Force’s strategy identifies four focus 
areas: (1) “Drive down technological barriers to entry.” (2) “Recognize and treat data as a strategic 
asset.” (3) “Democratize access to artificial intelligence solutions.” (4) “Recruit, develop, upskill, and 
cultivate our workforce.” (5) “Increase transparency and cooperation with international, 
government, industry, and academic partners.”245 
 
Committee on Foreign Investment in the United States (CFIUS) 
The 2019 NDAA includes the Foreign Investment Risk Review Modernization Act (FIRRMA).  
FIRRMA is designed to reform the Committee on Foreign Investment in the United States (CFIUS) 
review process since its last update in 2007. The legislation includes a significant expansion of the 
scope of transactions subject to review. The committee now can review investments in critical 
technology sectors even if they do not entail a controlling stake in the business. FIRRMA allows the 
committee to review foreign investments that provide access to non-public technical information, 
membership or observer rights on the board of directors, or involvement in substantive 
decisionmaking related to the use, development, or acquisition of critical technologies.246 While 
FIRRMA does not specifically identify which technologies will be categorized as “essential to U.S. 
national security,” it likely will empower the committee to review foreign investments in U.S. firms 
utilizing AI and associated hardware. News reports indicate that recent more aggressive CFIUS 
scrutiny over potential deals has led to a chilling effect on Chinese investments in emerging 
technologies in Silicon Valley.247  
  
U.S. Department of Commerce Export Controls for AI 
As part of the NDAA for Fiscal Year 2019, Congress enacted the Export Control Reform Act to 
facilitate the establishment of appropriate controls (including interim controls) on emerging and 
foundational technologies. Technologies often are placed on the Commerce Control List to protect 
sensitive U.S. technology.248 Currently, AI falls under a “representative technology category” for 
which Congress currently is seeking to determine whether it is an emerging technology essential to 
the national security of the United States. AI and machine learning in this context refer to neural 
networks and deep learning, evolution and genetic computation, reinforcement learning, computer 
vision, expert systems, speech and audio processing, natural language processing, planning, audio 
and video manipulation technologies, AI cloud technologies, and AI chipsets. 
  
Intelligence Community (IC) AIM Initiative249  
The Office of the Director of National Intelligence (ODNI) publicly released its Strategy for 
Augmenting Intelligence Using Machines, or AIM Initiative, in late 2018. The AIM Initiative 
outlines opportunities to incorporate AI capabilities “in a manner that resolves key IC legal, policy, 
cultural, technical, and structural challenges.”250 The strategy proposes investment objectives, 
organized temporarily under immediate and ongoing, short-term, medium-term, and long-term 
efforts. Within this structure, the ODNI plans to implement IC-wide reforms regarding interagency 
collaboration, R&D, external partnerships, workforce, and transparency. Ultimately, the AIM 
Initiative represents an acknowledgement by the IC of the transformative effects AI will have on the 
production of intelligence and the need to adapt internal practices to retain analytical and operational 
advantages. 
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National Institute of Standards and Technology (NIST) 
The U.S. Department of Commerce’s NIST released its plan for “prioritizing federal agency 
engagement in the development of standards for artificial intelligence” in August 2019.251 The plan 
was the product of President Trump’s Executive Order on Maintaining American Leadership in 
Artificial Intelligence.252 NIST’s plan recommends the federal government “bolster AI standards-
related knowledge, leadership, and coordination among agencies that develop or use AI; promote 
focused research on the trustworthiness of AI systems; support and expand public-private 
partnerships; and engage with international parties.”253  
 
U.S. Department of Energy’s Office for Artificial Intelligence and Technology  
The U.S. Department of Energy (DOE) established a new Office for Artificial Intelligence and 
Technology (AITO) in September 2019. In response to the Trump administration’s executive order 
on AI, the DOE stood up the AITO to act as a coordinating body for the ongoing work on AI 
occurring across the Department. The AITO’s mission is to, “accelerate the delivery of AI-enabled 
capabilities, scale the department-wide development and impact of AI, and synchronize AI activities 
to advance the agency’s core missions, expand partnerships, and support American AI 
leadership.”254 
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