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Executive Summary
—

Militaries around the world believe that the integration of machine learning methods throughout their
forces could improve their effectiveness. From algorithms to aid in recruiting and promotion, to those
designed for surveillance and early warning, to those used directly on the battlefield, applications of
artificial intelligence (Al) could shape the future character of warfare. These uses could also generate
significant risks for international stability. These risks relate to broad facets of Al that could shape warfare,
limits to machine learning methods that could increase the risks of inadvertent conflict, and specific
mission areas, such as nuclear operations, where the use of Al could be dangerous. To reduce these
risks and promote international stability, we explore the potential use of confidence-building measures
(CBMs), constructed around the shared interests that all countries have in preventing inadvertent war.
Though not a panacea, CBMs could create standards for information-sharing and notifications about Al-
enabled systems that make inadvertent conflict less likely.

Introduction
S

In recent years, the machine learning revolution has sparked a wave of interest in artificial intelligence
(Al) applications across a range of industries. Nations are also mobilizing to use Al for national security
and military purposes.! It is therefore vital to assess how the militarization of Al could affect international
stability and how to encourage militaries to adopt Al in a responsible manner. Doing so requires
understanding the features of Al, the ways it could shape warfare, and the risks to international stability
resulting from the militarization of artificial intelligence.

Al is a general-purpose technology akin to computers or the internal combustion engine, not a discrete
technology like missiles or aircraft. Thus, while concerns of an “Al arms race” are overblown, real risks
exist.2 Additionally, despite the rhetoric of many national leaders, military spending on Al is relatively
modest to date. Rather than a fervent arms race, militaries’ pursuit of Al looks more like routine adoption
of new technologies and a continuation of the multi-decade trend of adoption of computers, networking,
and other information technologies. Nevertheless, the incorporation of Al into national security
applications and warfare poses genuine risks. Recognizing the risks is not enough, however. Addressing
them requires laying out suggestions for practical steps states can take to minimize risks stemming from
military Al competition.® One approach states could take is adopting confidence-building measures
(CBMs): unilateral, bilateral, and/or multilateral actions that states can take to build trust and prevent
inadvertent military conflict. CBMs generally involve using transparency, notification, and monitoring to
attempt to mitigate the risk of conflict.4 There are challenges involved in CBM adoption due to differences
in the character of international competition today versus during the Cold War, when CBMs became
prominent as a concept. However, considering possibilities for CBMs and exploring ways to shape the
dialogue about Al could make the adoption of stability-promoting CBMs more likely.

This paper briefly outlines some of the potential risks to international stability arising from military
applications of Al, including ways Al could influence the character of warfare, risks based on the current
limits of Al technology, and risks relating to some specific mission areas, such as nuclear operations, in
which introducing Al could present challenges to stability. The paper then describes possible CBMs to
address these risks, moving from broad measures applicable to many military applications of Al to
targeted measures designed to address specific risks. In each discussion of CBMs, the paper lays out
both the opportunities and potential downsides of states adopting the CBM.
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Military Uses of Al: A Risk to International Stability?
—

Militaries have an inherent interest in staying ahead of their competitors, or at least not falling behind.
National militaries want to avoid fielding inferior military capabilities and so will generally pursue emerging
technologies that could improve their ability to fight. While the pursuit of new technologies is normal,
some technologies raise concerns because of their impact on stability or their potential to shift warfare in
a direction that causes net increased harm for all (combatants and/or civilians). For example, around the
turn of the 20th century, great powers debated, with mixed results, arms control against a host of
industrial era technologies that they feared could alter warfare in profound ways. These included
submarines, air-delivered weapons, exploding bullets, and poison gas.

After the invention of nuclear weapons, concerns surrounding their potential use dominated the attention
of policymakers given the weapons’ sheer destructive potential. Especially after the Cuban Missile Crisis
illustrated the very real risk of escalation, the United States and the Soviet Union engaged in arms control
on a range of weapons technologies, including strategic missile defense, intermediate-range missiles,
space-based weapons of mass destruction (WMDs), biological weapons, and apparent tacit restraint in
neutron bombs and anti-satellite weapons. The United States and the Soviet Union also, at times,
cooperated to avoid miscalculation and improve stability through measures such as the Open Skies
Treaty and the 1972 Incidents at Sea Agreement.

It is reasonable and, in fact, vital to examine whether the integration of Al into warfare might also pose
risks that policymakers should attend. Some Al researchers themselves have raised alarm at militaries’
adoption of Al and the way it could increase the risk of war and international instability.> Understanding
risks stemming from military use of Al is complicated, however, by the fact that Al is not a discrete
technology like missiles or submarines. As a general-purpose technology, Al has many applications, any
of which could, individually, improve or undermine stability in various ways.

Militaries are only beginning the process of adopting Al, and in the near term, military Al use is likely to be
limited and incremental. Over time, the cognization of warfare through the introduction of artificial
intelligence could change warfare in profound ways, just as industrial revolutions in the past shaped
warfare. Even if militaries successfully manage safety and security concerns and field Al systems that
are robust and secure, properly functioning Al systems could create challenges for international stability.

For example, both Chinese and American scholars have hypothesized that the introduction of Al and
autonomous systems in combat operations could accelerate the tempo of warfare beyond the pace of
human control. Chinese scholars have referred to this concept as a battlefield “singularity,”” while some
Americans have coined the term “hyperwar” to refer to a similar idea.8 If warfare evolves to a point where
the pace of combat outpaces humans’ ability to keep up, and therefore control over military operations
must be handed to machines, it would pose significant risks for international stability, even if the
delegation decision seems necessary due to competitive pressure. Humans might lose control over
managing escalation, and war termination could be significantly complicated if machines fight at a pace
that is faster than humans can respond. In addition, delegation of escalation control to machines could
mean that minor tactical missteps or accidents that are part and parcel of military operations in the chaos
and fog of war, including fratricide, civilian casualties, and poor military judgment, could spiral out of
control and reach catastrophic proportions before humans have time to intervene.

The logic of a battlefield singularity, or hyperwar, is troubling precisely because competitive pressures
could drive militaries to accelerate the tempo of operations and remove humans “from the loop,” even if
they would rather not, in order to keep pace with adversaries. Then-Deputy Secretary of Defense Robert
Work succinctly captured this dilemma when he posed the question, “If our competitors go to Terminators
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... and it turns out the Terminators are able to make decisions faster, even if they’re bad, how would we
respond?”® While this “arms race in speed” is often characterized tactically in the context of lethal
autonomous weapon systems, the same dynamic could emerge operationally involving algorithms
designed as decision aids. The perception by policymakers that war is evolving to an era of machine-
dominated conflict in which humans must cede control to machines to remain competitive could also
hasten such a development, particularly if decision makers lack appropriate education about the limits of
Al. In extremis, the shift toward the use of algorithms for military decision-making, combined with a more
roboticized battlefield, could potentially change the nature of war. War would still be the continuation of
politics by other means in the broadest sense, but in the most extreme case it might feature so little
human engagement that it is no longer a fundamentally human endeavor.1°

The widespread adoption of Al could have a net effect on international stability in other ways. Al systems
could change strategy in war, including by substituting machines for human decision-making in some
mission areas, and therefore removing certain aspects of human psychology from parts of war.'' Warfare
today is waged by humans through physical machinery (rockets, missiles, machine guns, etc.), but
decision-making is almost universally human. As algorithms creep closer to the battlefield, some
decisions will be made by machines even if warfare remains a human-directed activity that is fought for
human political purposes. The widespread integration of machine decision-making across tactical,
operational, and strategic levels of warfare could have far-reaching implications. Already, Al agents
playing real-time computer strategy games such as StarCraft and Dota 2 have demonstrated superhuman
aggressiveness, precision, and coordination. In other strategy games such as poker and Go, Al agents
have demonstrated an ability to radically adjust playing styles and risk-taking in ways that would be, at
best, challenging for humans to mimic for psychological reasons. Al dogfighting agents have similarly
demonstrated superhuman precision and employed different tactics because of the ability to take greater
risk to themselves.2

In many ways, Al systems have the ability to be the perfect strategic agents, unencumbered by fear, loss
aversion, commitment bias, or other human emotional or cognitive biases and limitations.'3 While the
specific algorithms and models used for computer games are unlikely to transfer well to combat
applications, the general characteristics and advantages of Al agents relative to humans could have
applications in the military domain. As in the case of speed, the net consequence of machine decision-
making on the psychology of combat could change the character of warfare in profound ways.14

Al could have other cumulative effects on warfare. Policymakers generally assess adversaries’ behavior
based on an understanding of their capabilities and intentions.!5 Shifts toward Al could undermine
policymaker knowledge in both of those arenas. The transition of military capabilities to software, already
underway but arguably accelerated by the adoption of Al and autonomous systems, could make it harder
for policymakers to accurately judge relative military capabilities. Incomplete information about adversary
capabilities would therefore increase, conceivably increasing the risks of miscalculation. Alternatively, the
opposite could be true—Al and autonomous systems used for intelligence collection and analysis could
radically increase transparency about military power, making it easier for policymakers to judge military
capabilities and anticipate the outcome of a conflict in advance. This added transparency could decrease
the risks of miscalculation and defuse some potential conflicts before they begin.

The integration of Al into military systems, in combination with a shift toward a more roboticized force
structure, could also change policymakers’ threshold for risk-taking, either because they believe that
fewer human lives are at risk or that Al systems enable greater precision, or perhaps because they see Al
systems as uniquely dangerous. The perceived availability of Al systems could change policymakers’
beliefs about their ability to foresee the outcome of conflicts or to win.
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It is, no doubt, challenging to stand at the beginning of the Al age and imagine the cumulative
consequence of Al adoption across varied aspects of military operations, including effects that hinge as
much on human perception of the technology as the technical characteristics themselves. The history of
attempts to regulate the effects of industrial age weapons in the late 19th and early 20th centuries
suggests that even when policymakers accurately anticipated risks from certain technologies, such as air-
delivered weapons or poison gas, they frequently crafted regulations that turned out to be ill-suited to the
specific forms these technologies took as they matured. Furthermore, even when both sides desired
restraint, it frequently (although not always) collapsed under the exigencies of war.16 There is no reason
to think that our prescience in predicting the path of future technologies or ability to restrain warfare is any
better today. There is merit, however, in beginning the process of thinking about the many ways in which
Al could influence warfare, big and small.

Even beyond the scenarios described above, it is possible to frame how military applications of Al could
impact international stability into two broad categories: (1) risks related to the character of algorithms and
their use by militaries, and (2) risks related to militaries using Al for particular missions.

RISKS DUE TO THE LIMITATIONS OF Al

A challenge for military adoption of Al is that two key risks associated with new technology adoption are in
tension. First, militaries could fail to adopt—or adopt quickly enough or employ in the right manner—a
new technology that yields significant battlefield advantage. As a recent example, despite the overall
growth in the military uninhabited, or unmanned, aircraft market, the adoption of uninhabited vehicles has,
at times, been a source of contention within the U.S. defense establishment, principally based on debates
over the merits of this new technology relative to existing alternatives.!”

Alternatively, militaries could adopt an immature technology too quickly, betting heavily and incorrectly on
new and untested propositions about how a technology may change warfare. Given the natural incentive
militaries have in ensuring their capabilities work on the battlefield, it may be reasonable to assume that
militaries would manage these risks reasonably well, although not without some mishaps. But when
balancing the risk of accidents versus falling behind adversaries in technological innovation, militaries
arguably place safety as a secondary consideration.'® Militaries may be relatively accepting of the risk of
accidents in the pursuit of technological advantage, since accidents are a routine element of military
operations, even in training.'® Nevertheless, there are strong bureaucratic interests in ultimately ensuring
that fielded capabilities are robust and secure, and existing institutional processes may be able to
manage Al safety and security risks with some adaptation.

For militaries, balancing between the risks of going too slow versus going too fast with Al adoption is
complicated by the fact that Al, and deep learning in particular, is a relatively immature technology with
significant vulnerabilities and reliability concerns.20 These concerns are heightened in situations where
there may not be ample data on which to train machine learning systems. Machine learning systems
generally rely on very large data sets, which may not exist in some military settings, particularly when it
comes to early warning of rare events (such as a nuclear attack) or tracking adversary behavior in a
multidimensional battlefield. When trained with inadequate data sets or employed outside the narrow
context of their design, Al systems are often unreliable and brittle. Al systems can often seem deceptively
capable, performing well (sometimes better than humans) in some laboratory settings, then failing
dramatically under changing environmental conditions in the real world. Self-driving cars, for example,
may be safer than human drivers in some settings, then inexplicably turn deadly in situations where a
human operator would not have trouble. Additionally, deep learning methods may, at present, be
insufficiently reliable for safety-critical applications even when operating within the bounds of their design
specifications.2!
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For example, concerns about limits to the reliability of algorithms across demographic groups have
hindered the deployment of facial recognition technology in the United States, particularly in high-
consequence applications such as law enforcement. Militaries, too, should be concerned about technical
limitations and vulnerabilities in their Al systems. Militaries want technologies that work, especially on the
battlefield. Accordingly, the Al strategy of the Department of Defense (DoD) calls for Al systems that are
“resilient, robust, reliable, and secure.”22 This is undoubtedly the correct approach but a challenge, at
least in the near term, given the reliability issues facing many uses of algorithms today and the highly
dynamic conditions of battlefield use.

An additional challenge stems from security dilemma dynamics. Competitive pressures could lead nations
to shortcut test and evaluation (T&E) in a desire to field new Al capabilities ahead of adversaries. Similar
competitive pressures to beat others to market appear to have played an exacerbating role in accident
risk relating to Al systems in self-driving cars and commercial airplane autopilots.23 Militaries evaluating
an Al system of uncertain reliability could, not unjustifiably, feel pressure to hasten deployment if they
believe others are taking similar measures. Historically, these pressures are highest immediately before
and during wars, where the risk/reward equation surrounding new technologies can shift due to the very
real lives on the line. For example, competitive pressures may have spurred the faster introduction of
poison gas in World War 1.24 Similarly, in World War 1l, Germany diverted funds from proven technologies
into jet engines, ballistic missiles, and helicopters, even though none of the technologies proved mature
until after the war.25 This dynamic risk might spark a self-fulfilling prophecy in which countries accelerate
deployment of insufficiently tested Al systems out of the fear that others will deploy first.26 The net effect
is not an arms race but a “race to the bottom” on safety, leading to the deployment of unsafe Al systems
and heightening the risk of accidents and instability.

Even if military Al systems are adequately tested, the use of Al to enable more autonomous machine
behavior in military systems raises an additional set of risks. In delegating decision-making from humans
to machines, policymakers may de facto be fielding forces with less flexibility and ability to understand
context, which would then have deleterious effects on crisis stability and managing escalation. While
machines have many advantages in speed, precision, and repeatable actions, machines today cannot
come close to human intelligence in understanding context and flexibly adapting to novel situations. This
brittleness of machine decision-making may particularly be a challenge in pre-conflict crisis situations,
where tensions among nations run high. Military forces from competing nations regularly interact in
militarized disputes below the threshold of war in a variety of contested regions (e.g., the India-Pakistan
border, China-India border, South China Sea, Black Sea, Syria, etc.). These interactions among deployed
forces sometimes run the risk of escalation due to incidents or skirmishes that can inflame tensions on all
sides. This poses a challenge for national leaders, who have imperfect command-and-control over their
own military forces. Today, however, deployed military forces rely on human decision-making. Humans
can understand broad guidance from their national leadership and commander’s intent, such as “defend
our territorial claims, but don’t start a war.” Relative to humans, even the most advanced Al systems
today have no ability to understand broad guidance, nor do they exhibit the kinds of contextual
understanding that humans frequently label “common sense.”2” Militaries already employ uninhabited
vehicles (drones) in contested areas, which have been involved in a number of escalatory incidents in the
East China Sea, South China Sea, Syria, and Strait of Hormuz.28 Over time, as militaries incorporate
more autonomous functionality into uninhabited vehicles, that functionality could complicate interactions
in these and other contested areas.

Autonomous systems may take actions based on programming that, while not a malfunction, are other
than what a commander would have wanted a similarly situated human to do in the same situation. While
the degree of flexibility afforded subordinates varies considerably by military culture and doctrine, humans
have a greater ability to flexibly respond to complex and potentially ambiguous escalatory incidents in
ways that may balance competing demands of ensuring national resolve while managing escalation.2®
Autonomous systems will simply follow their programming, whatever that may be, even if those rules no
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longer make sense or are inconsistent with a commander’s intent in the given situation. This challenge is
compounded by the fact that human commanders cannot anticipate all of the possible situations that
forward-deployed military forces in contested regions may face. Employing autonomous systems in a
crisis effectively forces human decision makers to tie their own hands with certain pre-specified actions,
even if they would rather not.

Unintended actions by autonomous systems in militarized disputes or contested areas are a challenge for
militaries as they adopt more autonomous systems into their forces. The complexity of many autonomous
systems used today, even ones that rely on rule-based decision-making, may mean that the humans
employing autonomous systems lack sufficient understanding of what actions the system may take in
certain situations.30 Humans’ ability to flexibly interpret guidance from higher commanders, even to the
point of disregarding guidance if it no longer seems applicable, is by contrast a boon to managing
escalation risks by retaining human decision-making at the point of interaction among military forces in
contested regions.3!

Unintended escalation is not merely confined to lethal actions, such as firing on enemy forces. Nonlethal
actions, such as crossing into another state’s territory, can be perceived as escalatory. Even if such
actions do not lead directly to war, they could heighten tensions, increase suspicion about an adversary’s
intentions, or inflame public sentiment. While in most cases, humans would still retain agency over how to
respond to an incident, competing autonomous systems could create unexpected interactions or
escalatory spirals. Complex, interactive dynamics between algorithms have been seen in other settings,
including financial markets,32 and even in situations where the algorithms are relatively simple.33 Another
problem stems from the potential inability of humans to call off autonomous systems once deployed. One
reason for employing autonomous functionality is so that uninhabited vehicles can continue their missions
even if they are operating without reliable communication links to human controllers. When there is no
communication link between human operators and an autonomous system, human operators would have
no ability to recall the autonomous system if political circumstances changed such that the system’s
behavior was no longer appropriate. This could be a challenge in de-escalating a conflict, if political
leaders decide to terminate hostilities but have no ability to recall autonomous systems, at least for some
period of time. The result could be a continuation of hostilities even after political leaders desire a cease-
fire. Alternatively, the inability to fully cease hostilities could undermine truce negotiations, leading to the
continuation of conflict. These problems are not unique to autonomous systems. Political leaders have
imperfect command-and-control over human military forces, which has, at times, led to similar incidents
with human-commanded deployed forces. For example, the Battle of New Orleans in the War of 1812
was fought after a peace treaty ended the war because of the slowness of communications to deployed
forces.

RISKS DUE TO THE USE OF Al FOR PARTICULAR MILITARY MISSIONS

The introduction of Al into military operations could also pose risks in certain circumstances due to the
nature of the military mission, even if the Al system performs correctly and consistent with human
intentions. Some existing research already focuses on the intersection of Al with specific military mission
areas, most notably nuclear stability.34 Nuclear stability is an obvious area of concern given the potential
consequences of an intentional or unintentional nuclear detonation.3s Lethal autonomous weapon
systems (LAWS), a particular use of Al in which lethal decision-making is delegated from humans to
machines, also represents a focus area of existing research. Other areas may deserve special attention
from scholars concerned about Al risks. The intersections of Al with cybersecurity and biosecurity are
areas worthy of exploration where there has been relatively less work at present.36
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Potentially risky applications of Al extend beyond the battlefield to the use of Al to aid in decision-making
in areas such as early warning and forecasting adversary behavior. For example, Al tools to monitor,
track, and analyze vast amounts of data on adversary behavior for early indications and warning of
potential aggression have clear value. However, algorithms also have known limitations and potentially
problematic characteristics, such as a lack of transparency or explainability, brittleness in the face of
distributional shifts in data, and automation bias. Al systems frequently perform poorly under conditions of
novelty, suggesting a continued role for human judgment. The human tendency toward automation bias,
coupled with the history of false alarms generated by non-Al early warning and forecasting systems,
suggests policymakers should approach the adoption of Al in early warning and forecasting with caution,
despite the potential value of using Al in intelligent decision aids.3” Education and training to ensure the
responsible use of Al in early warning and forecasting scenarios will be critical.38

Finally, autonomous systems raise novel challenges of signaling in contested areas because of ambiguity
about whether their behavior was intended by human commanders. Even if the system performs as
intended, adversaries may not know whether an autonomous system’s behavior was consistent with
human intent because of the aforementioned command-and-control issues. This can create ambiguity in
a crisis situation about how to interpret an autonomous system’s behavior. For example, if an
autonomous system fired on a country’s forces, should that be interpreted as an intentional signal by the
commanding nation’s political leaders, or an accident? This, again, is not a novel problem; a similar
challenge exists with human-commanded military forces. Nations may not know whether the actions of an
adversary’s deployed forces are fully in line with their political leadership’s guidance. Autonomous
systems could complicate this dynamic due to uncertainty about whether the actions of an autonomous
system are consistent with any human’s intended action.

The Role of Confidence-Building Measures
|

Al potentially generates risks for international security due to ways Al could change the character of
warfare, the limitations of Al technology today, and the use of Al for specific military missions such as
nuclear operations. Especially given the uncertain technological trajectory of advances in Al, what are
options to reduce the risks that military applications of Al can pose to international stability?

To advance the conversation about ensuring that military Al adoption happens in the safest and most
responsible way possible, this paper outlines a series of potential confidence-building measures aimed at
mitigating risks from military uses of Al.3% We introduce these ideas as preliminary concepts for future
research, discussion, and examination, rather than to specifically advocate for any of these options. But
progress in mitigating the risks from military Al competition requires moving beyond the recognition that
risk mitigation is important to the hard work of suggesting, evaluating, and examining the benefits and
drawbacks of specific mechanisms.40

This paper focuses on confidence-building measures, a broad category of actions that states can take to
reduce instability risks. CBMs include actions such as transparency, notification, and monitoring designed
to reduce various risks arising from military competition between states. They generally encompass four
areas, as Marie-France Desjardins describes:41

¢ Information-sharing and communication
e Measures to allow for inspections and observers
e “Rules of the road” to govern military operations
e Limits on military readiness and operations
Center fora Center for a New American Security
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Confidence-building measures are related to, but distinct from, arms control agreements. Arms control
encompasses agreements states make to forgo researching, developing, producing, fielding, or
employing certain weapons, features of weapons, or applications of weapons. The set of possible actions
states could take is broad, and this paper will focus on the potential benefits and drawbacks of specific Al-
related confidence-building measures. Arms control for military Al applications is a valuable topic worthy
of exploration, but beyond the scope of this paper.42

HISTORICAL APPLICATIONS OF CBMS

Confidence-building measures as a concept rose to prominence during the Cold War as a tool to reduce
the risk of inadvertent war. In the wake of the Cuban Missile Crisis, the United States and the Soviet
Union began exploring ways to improve their communication. While both sides recognized that war might
occur, they had a shared interest, due to the potentially world-ending consequences of a global nuclear
war, in ensuring that any such outbreak would be due to a deliberate decision, rather than an accident or
a misunderstanding.

The desire to build confidence led to a series of bilateral measures. Less than a year after the Cuban
Missile Crisis, in June 1963, the United States and the Soviet Union signed a memorandum of
understanding to create a hotline between the senior leadership of the two nations.43 The idea was that
this line of communication would provide a mechanism for U.S. and Soviet leaders to reach out to their
counterparts and discuss crises in a way that made inadvertent escalation less likely. In 1972, as part of
the Strategic Arms Limitation Talks (SALT I) arms control agreement, the United States and the Soviet
Union went further, signing the Incidents at Sea Agreement, which they had been negotiating since 1967.
The Incidents at Sea Agreement, not initially considered a prominent part of the 1972 SALT | accord,
created a mechanism for communication and information surrounding the movement of U.S. and Soviet
naval vessels. The agreement regulated dangerous maneuvers and harassment of vessels, established
means for communicating the presence of submarines and surface naval movements, and generated a
mechanism for regular consultation.44 These successes helped lead to the formalization of the CBM
concept in 1975 in Helsinki at the Conference on Security and Cooperation in Europe.45

As the Cold War drew to a close, confidence-building measures expanded beyond the U.S.-Soviet
context and the European theater. For example, India and China have a series of CBMs intended to
prevent escalation in their disputed border area, while India and Pakistan have a hotline designed to
make accidental escalation in South Asia less likely. In Southeast Asia, through the Regional Forum of
the Association of Southeast Asian Nations (ASEAN), member nations have pursued CBMs designed to
reduce the risk of conflict among themselves, and between any ASEAN member and China, due to
territorial disputes in the South China Sea.#6 These CBMs used outside of the Cold War have had mixed
effects.

In the China-India case, for example, border-related CBMs did not prevent the ongoing conflict in 2020
between those two nations along the Line of Actual Control in the Himalayan region. However, norms
surrounding the types of “legitimate” military activities promoted by CBMs have likely reduced the death
toll of the clashes, with both sides generally avoiding the use of firearms, consistent with agreements from
1996 and 2005.47

In Southeast Asia, while the ASEAN Regional Forum is a principal forum for dialogue, the consensus-
based character of ASEAN makes it challenging for that dialogue to translate into policies on contested
issues. Recent multilateral dialogues about emerging technologies such as cyber systems have also
featured efforts to create CBMs that could be building blocks for cooperation. Unfortunately, a lack of
international agreement on basic definitions and some countries’ interest in dodging limitations on
behavior in cyberspace have limited the development of effective norms.4¢ CBMs rely on shared interests
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to succeed, and major powers such as the United States, China, and Russia do not have clearly shared
interests concerning behavior in cyberspace, making it difficult to use CBMs to build trust or successfully
design “rules of the road” agreements likely to generate widespread adherence.

CBMs may be a useful tool for managing risks relating to military Al applications. There are a number of
possible CBMs that states could adopt that may help mitigate the various Al-related risks previously
outlined. These include broad CBMs applicable to Al as a category, CBMs designed to address some of
the limitations of Al, and CBMs focused on specific missions for which militaries might use Al .49

BROAD CBMS

These CBMs focus broadly on mechanisms for dialogue and agreement surrounding military uses of Al,
rather than the specific content of agreements. Given that a key goal of CBMs is to enhance trust,
mechanisms that serve as a building block for more substantive dialogue and agreement can, in some
cases, be an end in themselves and not just a means to an end.5° These could include promoting
international norms for how nations develop and use military Al systems, Track Il academic-to-academic
exchanges, direct military-to-military dialogues, and agreements between states regarding military Al,
such as a code of conduct or mutual statement of principles.

Promoting Norms

In 2019, the U.S. Defense Innovation Board proposed a set of Al principles for the U.S. Defense
Department, which DoD subsequently adopted in early 2020. While these principles no doubt have
domestic audiences in the U.S. defense community and tech sector, they also serve as an early example
of a state promulgating norms about appropriate use of Al in military applications. The DoD Al principles
included a requirement that DoD Al systems be responsible, equitable, traceable, reliable, and
governable.5! (The full set of DoD Al principles is included in the Appendix). Similarly, the DoD’s
unclassified summary of its Al strategy, released in 2019, called for building Al systems that were
“resilient, robust, reliable, and secure.”2 A focus of the strategy was “leading in military ethics and Al
safety.”s3

There is value in states promoting norms for responsible use of Al, including adopting and employing
technology in a way that reflects an understanding of the technical risks associated with Al systems.
While stating such principles is not the same as putting in place effective bureaucratic processes to
ensure their compliance, there is nevertheless value in states publicly signaling to others (and to their
own bureaucracies) the importance of using Al responsibly in military applications. While these norms are
at a high level, they nevertheless signal some degree of attention by senior military and civilian defense
officials to some of the risks of Al systems, including issues surrounding safety, security, responsibility,
and controllability. These signals may aid internal bureaucratic efforts to mitigate various Al-related risks,
as bureaucratic actors can point to these official documents for support. Additionally, to the extent that
other nations find these statements credible, they may help signal to other nations at least some degree
of awareness and attention to these risks, helping to incentivize others to do the same.

One risk to such statements is that if they appear manifestly at odds with a state’s actions, they can ring
hollow, undermine a state’s credibility, or undermine the norm itself. For example, loudly proclaiming the
importance of Al ethics while using Al systems in a clearly unethical manner, such as for internal
repression or without regard for civilian casualties, could not only undermine a state’s credibility but also
undermine the value of the norm overall, especially if other states fail to highlight the disconnect.
Following through with meaningful actions to show how a state puts these norms into practice is essential
for them to have real value.

Center fora Center for a New American Security
New American 1152 15t Street NW, Suite 950, Washington, DC 20005
Security T:202.457.9400 | F: 202.457.9401 | CNAS.org | @ CNASdc



Al and International Stability: Risks and Confidence-Building Measures 13

Track Il Academic Dialogues

One confidence-building measure is already underway: Track Il dialogues between academic experts
from different countries with expertise surrounding military uses of Al.54 Because these dialogues occur
among experts who are not government officials, they are low risk because they do not commit countries
to actually doing anything. This also places a cap on their potential benefits. Track Il dialogues can
nevertheless be useful building blocks for more substantive cooperation among countries and an avenue
to explore various potential modes of cooperation without fear of commitment by states. Track Il
dialogues can help facilitate mutual understanding among expert communities in different states and build
shared trust between experts.55 Additionally, if some of those experts transition into government positions
in the future, the lessons from these dialogues can improve the prospects for cooperation in more formal
venues.

While there are risks to misleading statements in the context of formal government dialogues, as
discussed below, the consequences of such activities in a Track Il context are minimal. The nature of the
dialogue is that participants are not government officials and it is to be expected that some of their
statements may not be entirely in line with their government’s policies. Thus, Track Il dialogues can build
trust and be an end in themselves, even as they serve as the means to broader cooperation and
understanding.

Military-to-Military Dialogues

Direct military-to-military engagement on deconfliction measures for Al and autonomous systems could
be valuable, both as a precursor to potentially more fulsome specific measures, but also a valuable
communication mechanism in their own right. For example, if militaries deploy an autonomous vehicle into
a contested area where other military forces will be operating, a direct military-to-military channel would
give the other side an opportunity to ask questions about its behavior and the deploying side an
opportunity to communicate expectations, to avoid unintended escalation or incidents. Similarly, such a
venue would give militaries an opportunity to ask questions and communicate information about other
capabilities or investments that may threaten mutual stability, such as investments in Al, autonomy, or
automation in nuclear operations. There are many advantages of direct, private communication over more
indirect, public communication. Nations can send targeted messages just to the intended audience, rather
than dealing with multiple audiences, including domestic ones. There may be reduced political pressure
to save face or show strength publicly, although of course some of these pressures may still exist in
private channels. And direct discussions afford more high-bandwidth information exchange with greater
back-and-forth between sides than may be possible via public messages broadcast to a wider audience.

One challenge, of course, is that these dialogues are most challenging precisely when they are needed
the most, when there is a lack of transparency and trust on both sides. However, history shows that such
dialogues are possible and indeed can be valuable measures in increasing transparency and reducing
mutual risks.

Code of Conduct

Nations could agree to a written set of rules or principles for how they adopt Al into military systems.
These rules and principles, even if not legally binding, could nevertheless serve a valuable signaling and
coordination function to avoid some of the risks in Al adoption. A code of conduct, statement of principles,
or other agreement could include a wide range of both general and specific statements, including
potentially on any or all of the confidence-building measures listed above.
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Even if countries cannot agree on specific details beyond promoting safe and responsible military use of
Al, more general statements could nevertheless be valuable in signaling to other nations some degree of
mutual understanding about responsible use of military Al and help create positive norms of behavior.
Ideally, a code of conduct would have support from a wide range of countries and major military powers.
However, if this were not possible, then a multilateral statement of principles from like-minded countries
could still have some value in increasing transparency and promulgating norms of responsible state
behavior.

There are a few potential drawbacks to a broad code of conduct. First, a broader code of conduct, lacking
the specificity of some of the measures discussed above, might undercut momentum toward broader
cooperation, rather than serve as a building block. Second, there would be risk in negotiating a code of
conduct that disagreements over some of the specifics could derail the entire endeavor or lead to forum
shopping, whereby countries then spin off to create their own dialogues about a code of conduct. This is
arguably what has happened in the cyber realm, where several different ongoing dialogue processes
about codes of conduct have not led to substantive success. Third, a more formal code of conduct might
start to raise the prospects of triggering some of the costs associated with CBMs. Specifically, if a country
reduced its investments in military applications of Al or did not pursue capability areas because it believed
adversaries were following a code of conduct, it could expose itself in the event of cheating. This might be
of particular concern for democracies, given that, in many cases, democracies are more likely to comply
with the agreements they sign, in part because democracies often have rigorous internal bureaucratic
processes to ensure compliance.56 Thus, one might imagine that the incentives might lead to a less
formal code of conduct designed as a building block, rather than something that might cause countries to
restrain capabilities.

THE LIMITATIONS OF Al

Accident risk is a significant concern for military applications of Al. Competitive pressures could increase
accident risk by creating pressures for militaries to shortcut testing and rapidly deploy new Al-enabled
systems. States could take a variety of options to mitigate the risks of creating unnecessary incentives to
shortcut test and evaluation,5” including publicly signaling the importance of T&E, increasing transparency
about T&E processes, promoting international T&E standards, and sharing civilian research on Al safety.

Additionally, Al will enable more capable autonomous systems, and their increased use may pose
stability risks, particularly when deployed into contested areas. To mitigate these risks, states could adopt
CBMs such as “rules of the road” for the behavior of autonomous systems, marking systems to signal
their degree of autonomy, and adhering to off-limits geographic areas for autonomous systems.

Public Signaling

To reduce Al accident risk, national security leaders could publicly emphasize the importance of strong
T&E requirements for military Al applications. This potentially could be linked to a formal multilateral
statement or something more informal. Publicly promoting Al T&E could be valuable in signaling that
nations agree, at least in principle, about the importance of T&E to avoid unnecessary accidents and
mishaps. Public statements would be more powerful when used in combination with major investments in
T&E institutions and processes. Promoting Al T&E as a CBM would be designed to create positive
spillover effects. As major countries investing in Al come together to promote Al safety, it demonstrates
the importance of the issue. It could encourage other governments to sign on and signal that Al experts
within the bureaucracy can advocate for Al T&E measures.
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The downsides of publicly signaling the prioritization of Al T&E are relatively limited. A critic might argue
that, to the extent that accidents are a necessary part of the innovation and capabilities development
process, an overemphasis on T&E might discourage experimentation. However, promoting
experimentation and innovation does not have to come at the expense of building robust and assured
systems, especially since it is through experimentation and testing that accident risks are likely to be
revealed, leading to the deployment of more capable systems. Ensuring that Al systems function as
intended is part of fielding effective military capabilities, and effective T&E processes are aligned with the
goal of fielding superior military capabilities. Rigorous T&E processes would, by definition, add time to the
development process in order to ensure that systems are robust and secure before deployment, but the
result would be more effective systems once deployed. In peacetime, taking additional measures to
ensure that military systems will perform properly in wartime has little downside, so long as accident risk
does not become a bureaucratic excuse for inaction. In wartime, the tradeoffs in delaying fielding may
become more acute, and militaries may balance these risks differently. There are potential transparency
downsides if countries say they emphasize Al T&E in public, but do not do so in private,58 but that would
not impose costs on countries whose actions match their rhetoric.

Increased Transparency about T&E Processes

A related unilateral or multilateral CBM could involve countries publicly releasing details about the T&E
processes used for military applications of Al without revealing details about specific technical
capabilities. This is similar to existing U.S. policy regarding legal weapons reviews. Currently, the U.S.
military promotes norms in favor of stringent legal weapons reviews but does not share the actual reviews
of specific weapons.5?

Since this CBM would build on existing norms that the United States already promotes, transparency
about T&E processes for military Al systems might be more likely to receive American support than more
intrusive measures. Moreover, increasing knowledge about T&E processes might bring other countries
that want to learn from the American military on board. The potential drawbacks of transparency
surrounding T&E processes stem from what happens if the CBM succeeds. If successful, all countries,
including potential adversaries, would have greater knowledge of how to design effective T&E processes
for their military Al applications. This could improve their ability to field more effective military Al systems.
This downside may be somewhat mitigated if a country only shares high-level information about its T&E
bureaucratic processes and refrains from sharing technical information that could actually help an
adversary execute more effective T&E. Nevertheless, an overarching concern with any T&E-related CBM
that aims to reduce the risk to international stability from states building unsafe Al systems is that actually
succeeding in improving other states’ T&E could also lead to adversaries deploying more effective Al
systems. Whether an adversary’s improved Al capabilities or the prospect of an adversary deploying
unsafe military Al systems is more of a danger to a country’s security would need to be considered.

International Military Al T&E Standards

Another CBM regarding Al safety could entail establishing and promoting specific international standards
for what constitutes effective T&E practices for military Al applications. Such an effort could build on
private-sector and public-private standard-setting actions for non-military uses of Al €0

While not enforceable or verifiable, promoting common standards for Al T&E could be a useful focal point
for like-minded states to promote responsible norms concerning the safe deployment of military Al
systems. The downsides of promoting common T&E standards are similar to the potential downsides of a
public emphasis on Al safety. These kinds of CBMs are early building blocks: While the gains are likely to
be relatively limited, the downsides are limited as well, because they do not expose key information or
require national commitments that limit capabilities. As with increasing transparency about T&E
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processes, the most significant downside to effective T&E standards would be that, if successful, this
CBM could increase the reliability of military Al systems by adversary states. The relative balance of
danger between more reliable, and therefore more effective, adversary Al systems versus unreliable and
more accident-prone Al systems would again need to be carefully weighed.

Shared Civilian Research on Al Safety

International efforts to promote shared civilian research on Al safety could be a low-level CBM that would
not explicitly involve military action. Shared civilian research would build scientific cooperation between
nations, which could serve as a building block for overall cooperation. Focusing cooperation on Al safety,
an area of shared interest, might also make more nations willing to sign on to participate. An analogy to
this in the U.S.-Soviet context is the Apollo-Soyuz mission in 1975, whose intent was to promote
cooperation between civilian scientists on a shared agenda. Similarly, nations could work to foster
increased cooperation and collaboration between civilian scientists on Al safety.

The potential drawbacks of cooperation stem from the general-purpose character of Al knowledge. If
increasing cooperation on Al safety led to adversary breakthroughs in Al safety that made them better
able to field effective military uses of Al, there could be negative consequences for other states’ security.
It may be possible to mitigate this downside by carefully scoping the shared civilian research, depending
on the specific type of cooperation and degree of information-sharing required by participants.

International Autonomous Incidents Agreement

There are inherent risks when autonomous systems with any level of decision-making interact with
adversary forces in contested areas. Given the brittleness of algorithms, the deployment of autonomous
systems in a crisis situation could increase the risk of accidents and miscalculation. Al-related CBMs
could build on Cold War agreements to reduce the risk of accidental escalation, with some modification to
account for the new challenges Al-enabled autonomous systems present.

States have long used established “rules of the road” to govern the interaction of military forces operating
with a high degree of autonomy, such as at naval vessels at sea, and there may be similar value in such
a CBM for interactions with Al-enabled autonomous systems. The 1972 Incidents at Sea Agreement and
older “rules of the road” such as maritime prize law provide useful historical examples for how nations
have managed analogous challenges in the past. Building on these historical examples, states could
adopt a modern-day “international autonomous incidents agreement” that focuses on military applications
of autonomous systems, especially in the air and maritime environments. Such an agreement could help
reduce risks from accidental escalation by autonomous systems, as well as reduce ambiguity about the
extent of human intention behind the behavior of autonomous systems.

In addition to the Incidents at Sea Agreement, maritime prize law is another useful historical analogy for
how states might craft a rule set for autonomous systems’ interactions. Prize law, which first began in the
12th century and evolved more fully among European states in the 15th to 19th centuries, regulated how
ships interacted during wartime. Because both warships and privateers, as a practical matter, operated
with a high degree of autonomy while at sea, prize law consisted of a set of rules governing acceptable
wartime behavior. Rules covered which ships could be attacked, ships’ markings for identification, the use
of force, seizure of cargo, and providing for the safety of ships’ crews.é1

Nations face an analogous challenge with autonomous systems as they become increasingly integrated
into military forces. Autonomous systems will be operating on their own for some period of time,
potentially interacting with assets from other nations, including competitors, and there could be value in
establishing internationally agreed upon “rules of the road” for how such systems should interact. The
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goal of such an agreement, which would not have to be as formal as the Incidents at Sea Agreement,
would be to increase predictability and reduce ambiguity about the behavior of autonomous systems.
Such an agreement could be legally binding but would not necessarily need to be in order to be useful. It
would likely need to be codified in an agreement (or set of agreements), however, so that expectations
are clear by all parties.

An ideal set of rules would be self-enforcing, such that it is against one’s own interests to violate them.
Examples of rules of this kind in warfare include prohibitions against perfidys2 and giving “no quarter,”s3
violating either of which incentivizes the enemy to engage in counterproductive behavior, such as refusing
to recognize surrender or fighting to the bitter end rather than surrendering.

An autonomous incidents agreement could also include provisions for information-sharing about potential
deployments of autonomous systems in disputed areas and mechanisms for consultation at the military-
to-military level to resolve questions that arise (including potentially a hotline to respond to incidents in
real time).

One challenge with autonomous systems is that their autonomous programming is not immediately
observable and inspectable from the outside, a major hurdle for verifying compliance with arms control.
One benefit to an international rule set that governs the behavior of autonomous systems, particularly in
peacetime or pre-conflict settings, is that the outward behavior of the system would be observable, even if
its code is not. Other nations could see how another country’s autonomous air, ground, or maritime drone
behaves and whether it is complying with the rules, depending on how the rules are written.

Given the perceived success of the Incidents at Sea Agreement in decreasing the risk of accidental and
inadvertent escalation between the United States and the Soviet Union, an equivalent agreement in the
Al space might have potential to do the same for a new generation. The efficacy of any agreement would
depend on the details, both in the agreement itself and in states’ execution. For example, the United
States and China have signed multiple CBM agreements involving air and maritime deconfliction of
military forces, including the 1998 U.S.-China Military Maritime Consultative Agreement and the 2014
Memorandum of Understanding Regarding the Rules of Behavior for Safety of Air and Maritime
Encounters, yet U.S.-China air and naval incidents have continued.64

However, the existence of these prior agreements themselves may be a positive sign about the potential
for U.S.-China cooperation on preventing accidents and could be a building block for further collaboration.
Moreover, in a February 2020 article, Senior Colonel Zhou Bo in China’s People’s Liberation Army (PLA)
advocated for CBMs between the United States and China, including on military Al, drawing on the
example of the 1972 Incidents at Sea Agreement.65 Interest in at least some quarters in the Chinese
military suggests that cooperation may be possible even in the midst of competition, especially if the PLA
is willing to reciprocate American transparency.56

In the absence of an internationally agreed upon common rule set, a country could unilaterally make
declaratory statements about the behavior of its autonomous systems. For example, a country could say,
“If you fire at our autonomous ship/aircraft/vehicle, it will fire back defensively.”7 In principle, such a rule
could incentivize the desired behavior by other nations (i.e., not shooting at the autonomous ship, unless
you want to start a conflict). If every nation adopted this rule, coupled with a “shoot-second posture” for
autonomous systems—they would not fire unless fired upon first—the result could be a mutually stable
situation. A unilateral declaration of a set of rules for avoiding incidents would be analogous to declaring,
“I will drive on the right side of the road. | suggest you do the same or we both will crash.” This could work
if countries’ aim is to coordinate their behavior to avoid conflict, meaning they have some shared interests
in avoiding accidental escalation.
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One challenge to establishing rules of the road for autonomous systems’ behavior would be if there were
incentives to defect from the rules. For example, in World War |, technological developments enabled
submarines, which were highly effective in attacking ships but unable to feasibly comply with existing
prize law without putting themselves at risk of attack by surfacing. Despite attempts in the early 20th
century to regulate submarines, the incentives for defecting from the existing rules were too great (and
the rules failed to adapt), and the result was unrestricted submarine warfare.s8 Another challenge to a
potential autonomous incidents agreement is fully exploring the incentives for trustworthiness, both in the
signals that countries send about the behavior of their autonomous systems and adversaries’ responses.
Some declaratory policies would not be credible, such as the claim to have created a “dead hand” system
such that if a country engaged in a particular type of action, an autonomous system would start a war and
there would be nothing a leader could do to stop it.

Marking Autonomous Systems

One component of managing risks from interactions with autonomous systems might involve marking
those systems to signal to adversaries their level of autonomy. This could be done through physical
markings, such as paint, lights, flags, or other observable external characteristics, or through electronic
means, such as radiofrequency broadcasts. One benefit of a marking system is that it builds on things
militaries already do, even at the tactical level, to signal their intentions. For example, a fighter jet might
tip its wing to show an adversary that it is carrying air-to-air missiles under the wing, communicating an
unambiguous and credible signal about capability, and at least threatening some degree of intent.
Because autonomous programming is not physically observable in the same way, militaries would have to
intentionally design systems with observable markings reflecting their degree of autonomy. Another
option could be that certain platforms are understood to have certain behavior (or not), the same way that
conventional and nuclear capabilities may in some cases be segregated (e.g., some aircraft are nuclear-
capable and some are not, which allows nations to send different kinds of signals).

Because potential markings for autonomous functionality are not forced by the capability itself but are
rather an optional signal that militaries can choose to send, in order for such markings to be believable
and useful, there would have to be strong incentives for sending truthful signals and few incentives for
deception. This would be challenging, and nations would have to carefully think through what signals
might be useful and believable in different circumstances, and how adversaries might interpret such
signals. Additionally, because concepts such as “levels of autonomy” are often murky, especially for
systems that have varying modes of operation, nations would have to think carefully about what kinds of
signals could helpfully and clearly communicate autonomous functionality to other countries.®® In the past,
human operators of automated or autonomous systems have in some instances misunderstood the
functionality of the system they themselves were operating, leading to accidents.® This problem would be
significantly compounded for an external observer. Signals that were trusted but misunderstood could be
equally or more dangerous than ambiguity, and states should strive for clear, unambiguous signals.

Off-limits Geographic Areas

Nations could agree to declare some geographic areas off-limits to autonomous systems because of their
risk of unanticipated interactions. This could be to avoid unintended escalation in a contested region (e.g.,
a demilitarized zone) or because a region is near civilian objects (e.g., a commercial airliner flight path)
and operating there poses a risk to civilians. Other examples of areas that nations could agree to make
off-limits to autonomous military systems could be overlapping territorial claims or other countries’
exclusive economic zones (EEZs) or airspace above their EEZs.
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Reaching agreement on specific regions could be challenging, however, since the areas most at risk of
escalation are precisely the regions where nations disagree on territorial claims. Nations could perceive
any agreement to refrain from deploying elements of military forces to a region as reflecting negatively on
their territorial claims or freedom of navigation. Agreeing to declare some areas off-limits to autonomous
systems is likely to be most constructive when there are already pre-established regions that countries
agree are under dispute (even if they disagree on who has a claim to ownership) and where pre-existing
military deconfliction measures already exist.

SPECIFIC MISSION-RELATED CBMS: NUCLEAR OPERATIONS

The integration of Al, autonomy, and/or automation into nuclear command-and-control, early warning, and
delivery systems poses unique risks to international stability because of the extreme consequences of
nuclear accidents or misuse.” One option for mitigating these risks could be for nations to set limits on
the integration of Al, autonomy, or automation into their nuclear operations.

Some U.S. military leaders and official DoD documents have expressed skepticism about integrating
uninhabited vehicles into plans surrounding nuclear weapons. The Air Force’s 2013 Remotely Piloted
Aircraft (RPA) Vector report proposed that nuclear strike “may not be technically feasible unless
safeguards are developed and even then may not be considered for [unmanned aircraft systems]
operations.””2 U.S. Air Force general officers have been publicly skeptical about having uninhabited
vehicles armed with nuclear weapons. General Robin Rand stated in 2016, during his time as head of Air
Force Global Strike Command, that: “We’re planning on [the B-21] being manned. ... | like the man in the
loop ... very much, particularly as we do the dual-capable mission with nuclear weapons.””3

Other U.S. military leaders have publicly expressed support for limits on the integration of Al into nuclear
command-and-control. In September 2019, Lieutenant General Jack Shanahan, head of the DoD Joint Al
Center, said, “You will find no stronger proponent of the integration of Al capabilities writ large into the
Department of Defense, but there is one area where | pause, and it has to do with nuclear command and
control.” In reaction to the concept of the United States adopting a “dead hand” system to automate
nuclear retaliation if national leadership were wiped out, Shanahan said, “My immediate answer is ‘No.
We do not.’ ... This is the ultimate human decision that needs to be made which is in the area of nuclear
command and control.”74

While the motivation for these statements about limits on the use of autonomy may or may not be
strategic stability —bureaucratic factors could also be at play—they are examples of the kinds of limits that
nuclear powers could agree to set, unilaterally or collectively, on the integration of Al, autonomy, and
automation into their nuclear operations.

Nuclear states have a range of options for how to engage with these kinds of risks. On one end of the
spectrum are arms control treaties with some degree of verification or transparency measures to ensure
mutual trust in adherence to the agreements. On the other end of the spectrum are unilateral
transparency measures, which could have varying degrees of concreteness ranging from informal
statements from military or civilian leaders along the lines of Shanahan’s and Rand’s statements, all the
way to formal declaratory policies. In between are options such as mutual transparency measures,
statements of principles, or non-legally binding codes of conduct or other agreements between nuclear
states to ensure human control over nuclear weapons and nuclear launch decisions. Even if states that
desired these restraints found themselves in a position where others were unwilling to adopt more binding
commitments, there may be value in unilateral transparency measures both to reduce the fears of other
states and to promulgate norms of responsible state behavior. As with other areas, it is important to
consider incentives for defection from an agreement and the extent to which one state’s voluntary
limitations depend on verifying others’ compliance with an agreement. If some states, such as the United
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States, desire strict positive human control over their nuclear weapons and nuclear launch authority for
their own reasons, then verifying others’ behavior, while desirable, may not be a necessary precondition
to those states adopting their own limits on the use of Al, autonomy, or automation in nuclear operations.

Two possible CBMs for Al applications in the nuclear arena involve nuclear weapons states agreeing to
strict human control over nuclear launch decisions and ensuring any recoverable delivery vehicles are
human-inhabited, to ensure positive human control.

Strict Human Control Over Nuclear Launch Decisions

One CBM for uses of Al in the nuclear arena would involve an agreement by nuclear powers to ensure
positive human control over all nuclear launch decisions. This type of agreement would preclude
automated “dead hand” systems or any other automatic trigger for the use of nuclear weapons.

The benefit of such a CBM would be to reduce the risk of accidental nuclear war. It would preclude a
machine malfunction leading directly to the use of nuclear weapons without a human involved in the
process. Agreement on positive human control over nuclear launch decisions could also be a mechanism
for dialogue with newer nuclear powers, helping generate more transparency over their nuclear launch
decisions.

A drawback to this CBM would be forgoing any potential benefits of an automated “dead hand” or similar
system. While not without controversy, automated nuclear response systems have a strategic logic under
some circumstances. Some nuclear states could desire automated retaliatory systems to ensure a
second strike in a decapitation scenario. To the extent that strategic stability depends on second strike
capabilities, and a country believes it faces a real risk of decapitation if a conflict escalates, that country
might prefer an automated option. (This was the intent behind the Soviet Perimeter system, which
reportedly had a semiautomated “dead hand” functionality.)?s The assurance of automated retaliation
could be valuable as a deterrent and/or to reduce the incentives for a nation’s leaders to launch a strike
under ambiguous warning, if they felt confident that a second strike was assured. An agreement to rule
out the use of automated “dead hand” systems might increase the risk of first strike instability, because
nations could have a larger incentive to strike first—or perhaps launch in response to a false alarm—
before being decapitated.

Alternatively, countries that feel they need an automated nuclear response option might prefer to not sign
a CBM or to sign and then cheat.”¢ Fortunately, the “costs” of a counterpart cheating on this type of CBM
are relatively minimal, since presumably most states would only sign such an agreement if they thought it
was already consistent with their nuclear launch decision-making process.

Prohibitions on Uninhabited Nuclear Launch Platforms

An agreement to prohibit uninhabited nuclear launch platforms would involve nuclear weapon states
agreeing to forgo a capability that, to our knowledge, no nuclear weapon state deploys today—an
uninhabited (“unmanned”) submarine, fighter, or bomber armed with nuclear weapons.”” Such an
agreement would not affect one-way nuclear delivery vehicles, such as missiles or bombs, instead only
preventing a state from deploying two-way (recoverable) remotely piloted or autonomous platforms armed
with a nuclear weapon. States have long employed uninhabited nuclear delivery vehicles (missiles,
bombs, torpedoes) to carry a nuclear warhead to the target. At present, however, the recoverable launch
platform (submarine, bomber, transporter erector launcher) is crewed. With crewed nuclear launch
platforms, humans remain not only in control over the final decision to launch a nuclear weapon, but have
direct physical access to the launch platform to maintain positive control over the nuclear launch decision.
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A critical benefit of CBMs that sustain positive human control over nuclear weapons is a reduction in the
risk of accidental nuclear war. Deploying nuclear weapons on an uninhabited launch platform, whether
remotely piloted or autonomous, would by definition increase the risk that, in the case of an accident,
whether mechanical or due to flawed software code, a machine, rather than a human, would make the
decision about the use of nuclear weapons. Similarly, a crewed platform would have a redundant layer of
direct onboard human physical control in the event that the system’s software or communications links
were hacked. As previously described, U.S. military leaders, often skeptical about capabilities of remotely
piloted or autonomous systems, have expressed a degree of support for such a policy, even unilaterally.
With American support, this type of CBM might have a better chance of succeeding and gathering
support among other nuclear weapon states.

Critics might argue that, similar to the objection to a ban on automated nuclear launches, some types of
nuclear states might view more autonomous platforms with nuclear weapons as critical to their second-
strike capabilities because of their ability to stay in the air or concealed at sea for extended periods.
Russian military officials have raised the idea of an uninhabited nuclear-armed bomber,”® and Russia is
reportedly developing a nuclear-armed uninhabited undersea vehicle, the Status-6.7°

However, given that these platforms are not currently deployed, it may be easier to reach an agreement
to prohibit these platforms compared with an agreement prohibiting a capability that already exists.
Moreover, to the extent that this kind of CBM is more a commitment to avoid pursuing dangerous
applications of Al, rather than a restriction on current capabilities, it would also be reversible if states
decided such capabilities were both necessary and safe at a later time.80

Conclusion
]

Military use of Al poses several risks, including due to ways Al could change the character of warfare, the
limitations of Al technology today, and the use of Al for specific military missions such as nuclear
operations. Policymakers should be cognizant of these risks as nations begin to integrate Al into their
military forces, and they should seek to mitigate these risks where possible. Because Al is a general-
purpose technology, it is not reasonable to expect militaries to refrain from adopting Al overall, any more
than militaries would refrain from adopting computers or electricity. How militaries adopt Al matters a
great deal, however, and various approaches could mitigate risks stemming from military Al competition.

Confidence-building measures are one potential tool policymakers could use to help reduce the risks of
military Al competition among states. There are a variety of potential confidence-building measures that
could be used, all of which have different benefits and drawbacks. As scholars and policymakers move
forward to better understand the risks of military Al competition, these and other confidence-building

measures should be carefully considered, alongside other approaches such as traditional arms control.
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Appendix

DEPARTMENT OF DEFENSE (DOD) ARTIFICIAL INTELLIGENCE (Al) PRINCIPLES®!

1. Responsible. DoD personnel will exercise appropriate levels of judgment and care, while
remaining responsible for the development, deployment, and use of Al capabilities.

2. Equitable. The department will take deliberate steps to minimize unintended bias in Al
capabilities.

3. Traceable. The department’s Al capabilities will be developed and deployed such that relevant
personnel possess an appropriate understanding of the technology, development processes, and
operational methods applicable to Al capabilities, including with transparent and auditable
methodologies, data sources, and design procedure and documentation.

4. Reliable. The department’s Al capabilities will have explicit, well-defined uses, and the safety,
security, and effectiveness of such capabilities will be subject to testing and assurance within
those defined uses across their entire life cycles.

5. Governable. The department will design and engineer Al capabilities to fulfill their intended
functions while possessing the ability to detect and avoid unintended consequences, and the
ability to disengage or deactivate deployed systems that demonstrate unintended behavior.
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