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Publicly available dataset (Stewart et al., 2024):

• Camera trap images with associated volunteer
classifications from Zooniverse.

• Subset of images (∼14%) classified by expert.

• >40 species of East African mammal, as well as
>60 species of bird.

Substantial class imbalance.

We focus on the 17 most commonly observed species.

GROUND TRUTH UNCERTAINTY
Labels for camera trap data obtained through citizen science approaches typically feature disagreement amongst
volunteers, i.e. label ground truth uncertainty.

Volunteer Classifications: Volunteer Classifications:
11× Grévy’s zebra, 1× plains zebra 8× Giraffe, 2× Dikdik, 1× Camel, 1× Other

METHODOLOGY

CLIMATE CHANGE IMPACT
Climate change is rapidly affecting biodiversity
across the globe. Camera traps are an indispensable
tool for monitoring biodiversity. Deep learning can
aid timely analysis of camera trap data, but label
ground truth uncertainty may affect (species-specific)
accuracy of models.

We show that:

• Including training images with a moderate de-
gree of volunteer disagreement can, in combi-
nation with pre-training, improve performance
while avoiding discarding valuable data.

• There are differences in species-specific classi-
fication biases between volunteers and models,
suggesting avenues for future model refinement
and potential of combined citizen science and
deep learning approaches to produce more ac-
curate performance.

The involvement of volunteers can support these ef-
forts, as well as deepen the public’s connection with
the ongoing biodiversity crisis (Green et al., 2020).

RESULTS

Overall Accuracy 

Not pretrained Pretrained

Test Accuracy of Model by Training Ground TruthNumber of Occurrences in Test Set

0.00-0.31 0.31-0.62 0.62-0.92 0.92-1.23 1.23-1.54
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• We find fundamental differences in the test accuracy of
species classifications from camera trap data made by deep
learning models to those made by human classifiers.

• We show that model design choices can enhance species-
specific performance.

• We demonstrate that training on data with higher levels of
ground truth uncertainty can improve performance at test
time on images that are difficult to classify for humans.

• We observe that model pre-training consistently improves
test accuracy, and amplifies the effects of training on data
with higher levels of ground truth uncertainty.

FUTURE WORK
• Addressing severe class imbalance.

• Study how model design choices impact perfor-
mance under ground truth uncertainty and re-
sulting carbon footprint.

• Consider other classification difficulty metrics.

• Model vs. volunteer behaviour.
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