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1. Climate-related disasters are becoming more
frequent and costly [1]

N
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2. 90% of major disasters in the last 20 years have
been weather-related [2].

3. Short-term, high-resolution, accurate weather
Qrediction has thus become essential [3]
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1. ML-based nowcasting has relied on transformer-
based [4,5] and diffusion-based techniques [0].

Motivations

2. Diffusion pipelines are computationally heavy, and
nowcastingGPT (SOTA on KNMI) imposes sub-
\optimal Inductive biases and is also slow.
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(We propose BlockGPT, which, unlike
NowcastingGPT, treats precipitation fields as two-
dimensional entities.

Contributions
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2. We use block-attention to impose more optimal
iInductive biases. This also leads to faster training and
inference times (up to 31x faster inference).

3. Compared to SOTA (NowcastingGPT and Diffcast),
we achieve better accuracy and event localization on

@th KNMI and SEVIR data. J

+180 min
b

Qualitative Results (SEVIR)

+120 min

e :
T '“-Ti,‘
‘I,

.. |
- * L

=60 min 0 min +30 min +60 min

Wl Jr

=%

Ground Truth

BlockGPT

Diffcast+Phydnet NowcastingGPT

4
A
)

BlockGPT Pipeline
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NowcastingGPT flattens 2D fields,
z = flatten(7), and models p(z) as
T'H’W’ .
p(z) — Hizl p(z(z) 1),2(2),...,Z(Z 1))
This treats an video like a 1D structure.

BlockGPT instead directly models 7 = {T'1, T», ...
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