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Ozone air pollution is detrimental to human and plant health

● Between 300,000 and 1 million 
estimated premature deaths worldwide 
annually due to ozone pollution

● WHO estimates that more than 99% of 
the world’s population live in areas where 
pollutant concentrations exceed 
guidelines

● Several billion dollars in crop losses

● More accurate forecasts can inform 
improved air quality warnings

Source: EPA, https://www.epa.gov/



Why ML, and why transformers for ozone forecasting?

● Numerical methods (chemical transport models) for forecasting are computationally 
expensive and require parameterisations

● ML is fast and can learn complex relationships given sufficient data

● Ozone is controlled by processes which act on varying timescales
● The temporality is important!
● Transformers have shown state-of-the-art performance on sequential data in other 

domains such as natural language processing
● Therefore a transformer-based architecture, the Temporal Fusion Transformer, was 

deployed to make ozone forecasts



Surface ozone data?

● TOAR database! (Schultz et al.)

● Includes dynamic and static variables at 
ozone measurement stations across Europe

● Dynamic: e.g. daily temperature (from 
reanalysis)

● Static: e.g. station population density

● Data from 1997-2014
● Train only on UK, France, and Italy
● Data split temporally, penultimate year used 

for validation, final year for testing

● 21 previous days of all data, and 
concurrent reanalysis data, used to 
forecast ozone 4 days ahead



Transformer forecasts with high skill!

Methods in italics were tested on our dataset, while 
others used different data. 

The difficulty of comparing methods tested on 
different datasets is shown by varying RMSE values.

Previous 21 days of ozone and reanalysis data used to forecast 4 days 
ahead, with concurrent reanalysis data used for the forecast days.



Can we forecast ozone in unseen countries and at extremes?

The model generalises well to two unseen countries, 
Poland and Spain.

Generalisation of the transformer is better than standard 
ML methods (ridge regression, random forest, LSTM) on 
our dataset.

The model is able to make reasonable forecasts of 
high spring/summer ozone concentrations.

However, performance is poorer than when 
forecasting during the rest of the year.



How does the transformer use the previous 21 days?

● Two example forecasts at stations in our dataset
● Attention mechanism uses previous high ozone days to help forecast future high ozone
● Shown by the grey line illustrating the attention paid to previous days of data
● Quantile loss function used to generate prediction intervals



Overall?

● Transformer performs very skillfully in short-term ozone forecasting, 

outperforming standard ML methods and comparing favourably to other 

methods

● Performance is reasonable for high ozone concentrations, but work needed to 

improve performance at extremes.

● Including physical and spatial information into the model? Combination of 

transformers with spatial methods such as graph neural networks?

● Model interpretability is a challenge - thoughts on this are very welcome!
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Variables!



Temporal Fusion Transformer (TFT)



Data ingested by the transformer?

Time -21 -20 -19 -18 -17 -16 -15 -14 -13 -12 -11 -10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3

Ozone ? ? ? ?

Temperature

Pressure

Wind speed

Station 
population 

density
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