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Introduction

§ High-resolution (<10 km) simulations with ESMs are required to support 
adaptation planning and decision-making, especially for hydrologic change.

§ CMIP6-class ESMs have spatial resolution ~100 km, so downscaling is required.

§ Tuning/calibration is a major barrier to development of higher-resolution ESMs.

§ Here we present a proof-of-concept study showing that a convolutional neural 
network can be used to reduce CPU time for ESM calibration.
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Model calibration (aka Tuning)

§ Unresolved (sub-grid scale) processes 
involve poorly constrained parameters

§ Esp. clouds, precipitation, radiation.
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Mauritsen et al., JAMES, (2012)



CLIMATE MODEL SIMULATIONS
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§ CESM1.0.4 F-compset: CAM4 
physics, 1850 SSTs and sea ice. 

§ Run identical 100-member PPEs at 
f09, f19 and f45 resolutions

§ Each realization is run for 36 months

§ Analyze annual climatologies

§ Upscale f19 and f45 outputs to f09 
grid (192 x 288)

Methods Results Conclusions
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CESM SIMULATIONS

Covey et al. (2013); Fletcher et al., ACP, (2018)



CNN ARCHITECTURE
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§ Input: 9d vector of parameter values projected to 13,824d then 6 x 9 x 256.

§ Series of transpose convolutions (+ batch normalization and leaky rectified linear 
unit)

§ Output is array of predictions 192 x 288 x 7, where 7 is number of variables.

§ CNN implemented in TensorFlow 2.2 using Keras API.

Methods Results Conclusions
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CNN ARCHITECTURE
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§ Inspired by Anderson and Lucas (2018): Train CNN on lower-resolution (f45 and 
f19) cases, plus an increasing number (nhr) of f09 cases.

§ Quantify SS for predicting n=20 unseen high-res cases at different values of nhr

§ Compare to a baseline prediction: annual climatological mean difference

Methods Results Conclusions

Fletcher: Efficient calibration for ESMs (June 2021) PG. 8

LOW-TO-HIGH RES EMULATOR

Testf09 (1-deg)

Repeat x 40Training (n=100)f19 (2-deg)

Training (n=100)f45 (4-deg)

Random sample nhr n=20



RESULTS
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§ Averaged over all realizations, cross-validated SS = 0.82 (0.73 for precipitation)

§ Skill is ~25% higher using LSS than LMSE .

Methods Results Conclusions
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HIGH-RES PREDICTION EXAMPLE

manuscript submitted to Geophysical Research Letters

(a) FNET (b) MSEk: 2.32e-4, 1–SSk: 0.931 (c) MSEk: 2.20e-4, 1–SSk: 0.949

(d) PRECT (e) MSEk: 2.28e-4, 1–SSk: 0.610 (f) MSEk: 1.91e-4, 1–SSk: 0.816

Figure 2: Global mean annual mean outputs for a randomly sampled test case in two of the

seven predicted output variables: (top row) net top-of-atmosphere radiative flux, (bottom row)

total precipitation. All quantities have been normalized and so units are dimensionless. Left

column shows the original simulations from CESM. The middle (right) column shows the predic-

tions from the CNN trained with the MSE (SS) loss function (see Section 2.3 for details). The

values below each panel in the middle and right columns show the mean-squared error (MSEk),

and the skill metric (1–SSk), compared to the original simulation in the left column.

many higher-resolution examples the CNN needs to see before it can learn the be-215

haviour of the higher-resolution version of CESM. The trained multi-resolution CNN216

is validated on predictions of the di↵erence maps from 20 randomly selected f09 test217

samples that were not included in the training data.218

In this application, the training data included all 100 samples from each of the219

f45 and f19 ensembles (i.e., 200 samples in total), which were upscaled to the f09220

grid resolution (Section 2.1). The input vector to the network was modified to in-221

clude an extra parameter representing the spatial resolution of the ESM from which222

the sample originated. Because the spatial grid areas vary by a factor of 4 between223

resolutions, the resolution values were set to 1, 1
4 , and

1
16 for the low (f45), medium224

(f19), and high (f09) resolution ESMs, respectively (Anderson & Lucas, 2018). The225

number of high-resolution samples included in the training data (nhr) was gradually226

increased from 0 to 80. At each value of nhr, 40 random trials were conducted and227

a separate CNN was trained in each random trial. Each CNN was trained using228

the skill score loss function on the 200 lower resolution samples and nhr randomly229

selected high-resolution samples, and then was tested on 20 randomly selected high-230

resolution samples that were not included in the training set. The training runs were231

configured as per the implementation details provided in Section 2.3, with the excep-232

tion of the number of epochs, which was reduced to 200, and the batch size, which233

was increased to 16. These changes were made to reduce the considerable amount234

of training required over many trials, and did not a↵ect the quality of the trained235

models significantly.236

The primary results are shown in Fig. 4, which displays the change in the skill237

metric (1–SS) caused by including a progressively larger number of f09 examples238

(nhr) in the training data. The mean skill of the CNN averaged over all seven out-239
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Realization 2 of 20



§ Mean SS ~ 0.6 with only low-res cases; increases to 0.8 including high-res cases.

§ Skill plateaus at nhr ~ 40: limited benefit from running more high-res cases.

§ CNN skill exceeds baseline when nhr > 10, even for precipitation.

Methods Results Conclusions
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LOW-TO-HIGH RES EMULATOR



Conclusions
§ We present a ML-based method that could support calibration of high-

resolution ESMs.

§ The CNN accurately predicts the spatially-resolved impacts of nine 
tuning parameters on atmospheric outputs in CAM4, even for 
precipitation.

§ Using the CNN reduces required CPU time by 20-40%. Potential 
extensions to seasonal, regional outputs, high-resolution, and time-
evolving simulations. 

§ Operational settings require simultaneous calibration of multiple 
components, fully-coupled integrations (not just atmosphere).
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EXTRA SLIDES
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§ Train CNN to predict differences due to parameters: perturbed – default.

§ Normalize predictors (x) and target difference maps (Y)

§ Train on two different loss functions: LMSE and LSS (SS from Pierce et al. 2009)

§ Quantify accuracy of predictions using MSE and SS metrics between CESM 
simulation and predictions by CNN

Methods Results Conclusions
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CNN TRAINING/VALIDATION

Training Test
Random sample n=80 n=20

f09 (1-deg)



Methods Results Conclusions
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HIGH-RES EMULATION EXAMPLEmanuscript submitted to Geophysical Research Letters
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(d) PRECT (e) MSEk: 2.28e-4, 1–SSk: 0.610 (f) MSEk: 1.91e-4, 1–SSk: 0.816

Figure 2: Global mean annual mean outputs for a randomly sampled test case in two of the

seven predicted output variables: (top row) net top-of-atmosphere radiative flux, (bottom row)

total precipitation. All quantities have been normalized and so units are dimensionless. Left

column shows the original simulations from CESM. The middle (right) column shows the predic-

tions from the CNN trained with the MSE (SS) loss function (see Section 2.3 for details). The

values below each panel in the middle and right columns show the mean-squared error (MSEk),

and the skill metric (1–SSk), compared to the original simulation in the left column.

many higher-resolution examples the CNN needs to see before it can learn the be-215

haviour of the higher-resolution version of CESM. The trained multi-resolution CNN216

is validated on predictions of the di↵erence maps from 20 randomly selected f09 test217

samples that were not included in the training data.218

In this application, the training data included all 100 samples from each of the219

f45 and f19 ensembles (i.e., 200 samples in total), which were upscaled to the f09220

grid resolution (Section 2.1). The input vector to the network was modified to in-221

clude an extra parameter representing the spatial resolution of the ESM from which222

the sample originated. Because the spatial grid areas vary by a factor of 4 between223

resolutions, the resolution values were set to 1, 1
4 , and

1
16 for the low (f45), medium224

(f19), and high (f09) resolution ESMs, respectively (Anderson & Lucas, 2018). The225

number of high-resolution samples included in the training data (nhr) was gradually226

increased from 0 to 80. At each value of nhr, 40 random trials were conducted and227

a separate CNN was trained in each random trial. Each CNN was trained using228

the skill score loss function on the 200 lower resolution samples and nhr randomly229

selected high-resolution samples, and then was tested on 20 randomly selected high-230

resolution samples that were not included in the training set. The training runs were231

configured as per the implementation details provided in Section 2.3, with the excep-232

tion of the number of epochs, which was reduced to 200, and the batch size, which233

was increased to 16. These changes were made to reduce the considerable amount234

of training required over many trials, and did not a↵ect the quality of the trained235

models significantly.236

The primary results are shown in Fig. 4, which displays the change in the skill237

metric (1–SS) caused by including a progressively larger number of f09 examples238

(nhr) in the training data. The mean skill of the CNN averaged over all seven out-239

–7–

Realization 2 of 20

CAM4 (1-deg) CNN (LMSE) CNN (LSS)

RESTOM

PRECT


