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Context and objective

Weather
(up to 15 days,
e.g. TWC daily/hourly forecast)

Season
(typically 3 to 9 months
e.g. TWC probabilistic seasonal forecast

Climate
(many decades,
e.g. CMIP)

1-10 years
Support decisions over the 
next seasons
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Use data-driven methods to
bridge the gap between
seasonal and climate predictions

2/7 Eduardo Rodrigues – Decadal Forecasts with ResDMD: a Residual DMD Neural Network © 2021 IBM Corporation



Linear Inverse Model / Dynamic Mode Decomposition

It is run to make decadal forecasts:

LIM/DMD seeks to fit a model (linear
dynamical model) to data, that is, to fit a
model such:

d
dt

x = Ax

Which has an exact solution given by:

x(t0 + t) = eAtx(t0)

The dynamics are characterized by the
eigenvalues and eigenvectors of A.
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Everything is linear
Solution block diagram
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Proposed extension for non-linear terms

The standard procedure assumes that the
dynamics can be approximated linearly:
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cluding all seasons may have degraded their results,
since a pronounced seasonality exists in the atmospheric
response to remote forcing (Opsteegh and Van den Dool
1980; Van den Dool 1983; Newman and Sardeshmukh
1998). The evolution of 700-hPa heights clearly also
depends upon processes not directly parameterizable in
terms of 700-hPa heights alone, such as tropical con-
vection and upper-tropospheric dynamics. We improve
upon Penland and Ghil’s results here by focusing only
on wintertime variability, by considering both baro-
tropic and baroclinic components of the flow, and by
incorporating tropical diabatic heating as an evolving
model variable. Heating is included explicitly since
many previous studies (e.g., Lau and Phillips 1986; Sar-
deshmukh and Hoskins 1988; Ferranti et al. 1990; Ki-
ladis and Weickmann 1992; Qin and Robinson 1995;
Higgins and Mo 1997; Mo and Higgins 1998; Mo 1999)
have demonstrated that tropical forcing has an impact
on extratropical low-frequency variability.

A central question of this work is whether a good
linear model of low-frequency variability is feasible.
We find that the answer is yes. The success of our ap-
proach is evident in Fig. 1. Details of the calculations
are given in section 4, but one need not know them to
grasp the main point. The panels display forecast skill
in week 2 of the following linear models: unforced bar-
otropic, unforced baroclinic, tropically forced baroclin-
ic, unforced LIM, and tropically forced LIM. The skill
of persistence forecasts is also shown. All forecasts are
initialized with an observed 7-day mean anomaly and
then run for 14 days. Thus 2280 forecasts (76 initial
conditions � 30 winters) are summarized in each panel.
What is displayed is the anomaly correlation at each
grid point between the forecasts and their corresponding
verifications, the observed 7-day running mean anomaly
at day 14.

It is immediately clear that the LIM is much better
than models in which anomalies grow and develop only
through barotropic and/or baroclinic interactions with
the base state. In fact, the unforced model forecasts are
less skillful than persistence. Including tropical diabatic
heating as forcing greatly improves the linear model
forecasts (cf. Fig. 1d with Fig. 1c and Fig. 1f with Fig.
1e), but significant improvement can also be made by
including linearly parameterized internal processes such
as transient eddy feedback (cf. Fig. 1e with Fig. 1c and
Fig. 1f with Fig. 1d).

These comparisons are necessary because forecast
skill is an important test of any model’s usefulness as
a diagnostic tool. Given this evidence that the LIM is
a good forecast model (indeed, its skill will be shown
to be comparable to that of a state-of-the-art GCM), it
provides a means for finding dynamically relevant struc-
tures in atmospheric data. Also, by treating diabatic
heating explicitly, one can distinguish between those
structures more dependent on tropical diabatic heating
and those more dependent upon other processes. In order
to carry out such an analysis one must, of course, first

formulate the LIM and test its ability to make good
forecasts. This is done in sections 2 and 3. In section
4 the forecast skill of the LIM is compared with that of
a nonlinear medium-range forecast model in use at the
National Centers for Environmental Prediction (NCEP).
We find that LIM forecasts are reliable at the medium
range, though potential predictability exists for much
longer lead times. Tests of the validity of the LIM, con-
sidered in section 5, further support our hypothesis that
large-scale extratropical variability during northern win-
ter may be viewed as stable linear dynamics forced with
white noise. The impact of tropical heating upon extra-
tropical low-frequency variability is assessed in section
6. The predictable growth of extratropical circulation
anomalies is shown to depend crucially upon tropical
diabatic heating. Without the heating, long-term anom-
aly growth is not predictable, and short-term growth is
of weak amplitude. A discussion and summary are pre-
sented in section 7.

2. Linear inverse modeling

Consider an atmospheric state vector X. We define
anomalies as x � X � , where is some base state,x x
typically a time mean. Then the evolution of x may be
represented as

dx
� Lx � N(x), (1)

dt

where L is the linearized part of the dynamical equations
and N(x) represents nonlinear terms. Note that L and
N(x) depend upon . In general, the statistics of x mayx
not be understood without a detailed knowledge of N(x).
In some highly nonlinear systems, however, for suitable
temporal and/or spatial averaging N(x) may be approx-
imated as N(x) � Tx � Fs, where T is a linear operator
and Fs is noise that is white in time but that may be
spatially correlated. Thus under this averaging (1) may
be expressed as

dx
� Bx � F (2)sdt

(e.g., Papanicolaou and Kohler 1974; Hasselmann 1976;
Penland 1996). In this paper, x represents low-frequency
eddies, Tx represents the linearly parameterizable non-
linearity (including synoptic eddy feedback), and B �
L � T. Note that in general, T need not be diagonal.

The solution to (2) is

x(t � �) � G(�)x(t) � �(t � �), (3)

where � is some lag after initial time t,

G(�) � exp(B�), and (3a)

t��

�1� (t � �) � G(�) G(t�) F (t�) dt�. (3b)� s

t

Since �(t � �) does not depend upon x(t), the best fore-
cast x̂(t � �) (in the least squares sense) given x(t) is

see 7.8 in Data Driven Science and Eng.

The proposed extension aims to approximate
the non-linear term:

d
dt

x(t) = Lx(t)+N(x(t))

Λnb
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Similar to Resnet, but the residual
represents the non-linear term in the
dynamics

Uses an idea I had explored previously
(DeepDownscale), in which before the
SGD training, network gives a sensible
result (in this case the LIM/DMD one)
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Monthly SST - testing data (2010 to 2020) - 5 month leadtime
Standard DMD

acc(standard DMD) - acc(CFS)

ResDMD

acc(ResDMD) - acc(CFS)

Monthly SST - testing data (2010 to 2020) - 1 year leadtime
Standard DMD ResDMD
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Final remarks

proposed a novel extension to the DMD method

started with SST since it is slow varing but still important variable

intend to fuse (probabilistically) data-driven with physically driven methods (e.g.
CFS)

computing SVD can be done in parallel

https://arxiv.org/abs/2106.11111
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