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AC-OPF Needs to be Solved Faster
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❑ Real-time balance between

power generation and load

❑ Minimum cost with all physical

constraints satisfied

❑ Non-convexity

Source: http://northernutilities.co.uk/demand-side-response/

Times/15mins
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Source: https://www.mdpi.com/2076-3417/9/6/1108

Source: https://www.rs.tus.ac.jp/j.kondoh/english.html
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leads to 
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Supervised learning-based algorithm

3

❑Limitations

➢ Computational expensive: a large training dataset

➢ Rely on AC-OPF solvers to generate the ground truth

− Provide one of the locally optimal solutions

− Samples may belong to different load-solution mappings

Predict warm-start points 

(Dong et al., 2020): active

(Chen & Zhang, 2020) 

/inactive (Hasan et al., 

2021) constraints

Solve 

AC-OPF

Predict optimal solutions 

directly (Pan et al., 2019; 

2020a;b; Huang et al., 

2021; Zamzam & Baker, 

2020; Baker, 2020; 

Chatzos et al, 2020 )

Reconstruct 

remaining 

variables

▪Main idea

Load-solution 

mapping

embedded in the 

training dataset



Unsupervised Learning Approach without Ground Truth
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𝐿 = 𝑘𝑔𝑒𝑛𝐿𝑔𝑒𝑛(𝒙, 𝜑) + 𝐿𝑐𝑜𝑛𝑠(𝒙, 𝜑) + 𝑘𝑑𝐿𝑑(𝒙, 𝜑)

Generation cost 

(objective)
Penalty of 

constraints
Penalty of load 

deviations

❑ Main idea: use loss function to guide the training of DNNs

∇𝜑𝐿 = ∇𝒚𝐿 ∙ ∇𝜑𝒚

❑ DNN Training: Gradient descent and Chain rule

No ground truth!

▪ DeepOPF-NGT

𝒙

𝜑

𝒚

Mapping: 𝒚 = 𝑭(𝒙, 𝜑)

Loads

Bus 

voltages  Power 

generation 

and satisfied 

loads  



Case Study: IEEE 9-Bus System
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▪ Unsupervised learning VS. Supervised learning

Metric DeepOPF-NGT DeepOPF-V

Optimality loss <0.40 <0.10

𝜂𝑽(%) 100.0 100.0

𝜂𝑃𝑔(%) 100.0 100.0

𝜂𝑄𝑔(%) 100.0 100.0

𝜂𝑆𝑙(%) 100.0 100.0

𝜂𝜃𝑙(%) 100.0 100.0

𝜂𝑃𝑑(%) 99.3 99.8

𝜂𝑄𝑑(%) 99.2 99.3

Speedup Around X650 Around X610

More than three orders of magnitude faster than MIPS !

W. Huang, X. Pan, and M. Chen, “DeepOPF-V: Solving AC-OPF Problem Efficiently,”

arXiv:2103.11793, Power Engineering Letters, under the second-round review.

Comparable 

performance



Ongoing Work

6

▪Large-scale system

▪More efficient training algorithms

− Learning to learn

− • • •

Much to be explored!



Our On-Going Project

▪ DeepOPF: Deep Neural Networks for Optimal Power Flow

− The first work in the literature applying neural networks to directly

solve the optimal power flow (OPF) problem
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