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ABSTRACT

As the buildings sector represents over 70% of the total U.S. electricity consump-
tion, it offers a great amount of untapped demand-side resources to tackle many
critical grid-side problems and improve the overall energy system’s efficiency.
To help make buildings grid-interactive, this paper proposes a global-local policy
search method to train a reinforcement learning (RL) based controller which op-
timizes building operation during both normal hours and demand response (DR)
events. Experiments on a simulated five-zone commercial building demonstrate
that by adding a local fine-tuning stage to the evolution strategy policy training
process, the control costs can be further reduced by 7.55% in unseen testing sce-
narios. Baseline comparison also indicates that the learned RL controller outper-
forms a pragmatic linear model predictive controller (MPC), while not requiring
intensive online computation.

1 INTRODUCTION

With the acceleration and exacerbation of global climate change, human society is in dire need
of technologies for decarbonization and sustainable development to avoid any irreversible conse-
quences caused to the earth. Grid-interactive efficient building (GEB) control enables resources at
grid edge to be harnessed, and with the provided flexibility, power systems can be operated in a
cleaner manner with higher efficiency. Thus, GEB is gaining traction in recent years. Direct load
control (DLC), see (San Diego Gas & Electric, 2023) for an example, allows utility companies to
directly control customers’ devices and is straightforward to implement. However, DLC does not
explicitly consider specific building thermal condition and thus might jeopardize occupant comfort.
Unlike DLC, MPC can combine building-centric and grid service objectives and achieves multi-
objective optimal control, see (Drgoňa et al., 2020) for an extensive review. Despite the advantages
of MPC, its massive deployment can be challenging. One of the reasons is that MPC requires on-
demand computation to solve optimization problems during real time control (Zhang et al., 2021).
Reinforcement learning (RL) policies, on the other hand, can be pre-trained offline and only require
computationally cheap policy evaluation during real-time control. As a result, domain scientists are
investigating using RL for optimal building control. For example, RL algorithms, including the deep
Q-network (DQN) and asynchronous advantage actor-critic (A3C), are utilized for energy-saving
while maintaining indoor comfort (Wei et al., 2017; Zhang et al., 2019). However, the discrete ac-
tion spaces they employed usually require careful discretization to achieve good control performance
and are more susceptible to the “curse of dimensionality” when applied to multi-zone control (Wei
et al., 2017, Section 3.3). To use continuous action space, which greatly increases the policy search
space and problem complexity, a Zap Q-learning method is leveraged in (Raman et al., 2020), though
its application does not consider multi-zone building control. In addition, most prior building-RL
studies are building-centric and do not consider enabling a building to be grid-interactive.

In this paper, we investigate developing an RL controller for the most complex single building
control problem studied in RL-building literature. To achieve this, a global-local policy search
method is proposed, which strategically combines merits of two different types of RL algorithm, to
allow policy to converge to a better performing local optimum in the non-convex policy searching
process. A full version of this paper is published in Zhang et al. (2022).

© [2023] IEEE. Reprinted, with permission, from “Two-Stage Reinforcement Learning Policy Search for
Grid-Interactive Building Control,” IEEE Transactions on Smart Grid (Volume: 13, Issue: 3, May 2022).
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2 GLOBAL-LOCAL POLICY SEARCH

In deep RL, a policy network πθ(at|st) parameterized by θ is trained to maximize its control per-
formance J(θ) := Eat∼πθ

(
∑

t∈T γtrt). The evolution strategies (ES) algorithm (Salimans et al.,
2017) achieves this by maximizing a Gaussian smoothed version of the original objective:

V (θ̂) := Eθ∼N(θ̂,σ2I)J(θ) = Eϵ∼N(0,I)J(θ̂ + σϵ),

where θ follows an isotropic multivariate Gaussian distribution with fixed covariance, i.e., θ ∼
N(θ̂, σ2I), and θ̂ is the mean parameter vector to be learned and σ is a standard deviation, which
controls the smoothness. ES updates θ̂ via θ̂k+1 = θ̂k + α∇V (θ̂), and estimates ∇V (θ̂) using
zero-order gradient estimation (ZOE) (Nesterov & Spokoiny, 2017):

∇V (θ̂) ≈ 1

σ
Eϵ∼N(0,I)[ϵ · J(θ̂ + σϵ)]. (1)

According to Salimans et al. (2017), without the need for backpropagation, ES is highly scalable
and requires less computation per episode. In addition, by optimizing on a Gaussian smoothed sur-
face, better properties than those of the original function are introduced, see (Nesterov & Spokoiny,
2017, Section 2) for more discussion. A direct benefit for this is the ability to converge to a better
performing local optimum, if properly smoothed.

Figure 1: Eight learning trajectories on a non-convex
function searching for a minimum.

Figure 1 shows an illustrative example
of finding a minimum of a non-convex
function f(x), with two optima, i.e., x∗

L
and x∗

G, and f(x∗
G) < f(x∗

L). Eight
trajectories represented by four types of
gradient descent (GD) convergence with
a) accurate gradient ∇f(x) b) zero-order
estimated gradient, i.e., (1), with small,
medium and large values of σ, corre-
sponding to “under-smooth (us)”, “proper-
smooth (ps)” and “over-smooth (os)”
cases. Two trajectories, differentiated by
the proximity of the initial point and an op-
timum, are generated for each cases. The comparison reveals that once properly smoothed (using
large enough σ), the converged solution can escape the attraction of x∗

L and converging towards x∗
G,

even though the initial point is closer to x∗
L, see “ps 1”. Figure 2 provides 3D surfaces that explain

this. However, also due to the function smoothing, the converged solution deviates from the true
optimum and the deviation increases with the increment of σ, see ‘B’, ‘A’, ‘C’ vs. x∗

G in Figure 1.
More details about this example are provided in Appendix A.

Figure 2: Three smoothed function surfaces with different σ.

To summarize, from this simple illustrative example, two key observations of the ZOE-based
method’s convergence feature are: a) An adequately large σ is needed to search with a more “global”
vision and avoid poor-performing local optima; and b) Conversely, it requires σ to be small to con-
verge “locally” to a better local optimum. Apparently, these two requirements are conflicting.

To reconcile this, a global-local policy search method is devised:
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In the global search stage (1STG), the ES algorithm is used to search for a policy globally with a
proper smoothing, and

In the local search stage (2STG) the ES pre-trained policy is refined locally using proximal policy
optimization (PPO) (Schulman et al., 2017) to further push the policy closer to the “true optimum”.
PPO is suitable for fine-tuning because a) it directly optimizes on the original problem (instead of
a smoothed objective) and b) the consideration of KL divergence in PPO policy update makes it
suitable to improve an already good policy.

Finally, it is worth noting that the sub-optimal convergence is not discussed in the original ES paper.
This is possibly because most RL benchmark problems are of the task-completion type, and with the
ES learned sub-optimal policy, those tasks can still be completed anyway. However, when applying
RL to real-world engineering problems, e.g., cost optimization, the policy improvement can have
more practical meaning and thus provides additional incentive for conducting the 2STG fine-tuning.

3 GRID-INTERACTIVE BUILDING CONTROL

Consider a commercial building with N = {1, ..., N} thermal zones and a centralized air-
conditioning (AC) unit in it. The AC can be controlled via two types of variables, i.e., chiller
discharge air temperature T da ∈ [T da, T

da
] and zonal mass flow rate ṁi ∈ [ṁi

t, ṁ
i
t], i ∈ N , to

maintain indoor comfort. A grid-interactive building optimal control is formulated as follows by
controlling at = [ṁ1

t , ṁ
2
t , ..., ṁ

N
t , T da

t ]⊤ ∈ A ⊂ RN+1:

minimize
at∈A,∀t

∑
t∈T

[
w(1,t)κ1

∑
i∈N

D(T i
t ) + w(2,t)κ2pt(at)∆t+ w(3,t)κ3((pt(at)− pt)

+)2

]
subject to Tt = F (Tt−1,at, ϵt) (∀t ∈ T ) ,

(2)

where w(i,t) and κi are weighting factors and monetizing factors for the three objectives to be min-
imized, i.e., costs associated with thermal discomfort D, energy consumption pt(at)∆t and power
limit violation (pt(at) − pt)

+. In (2), (·)+ = max(0, ·), pt(at) calculates AC power consumption
at step t, and pt is the demand response (DR) power limit given by the utility company. Zonal
temperature Tt is determined by the building thermal dynamics F , and ϵt denotes environmen-
tal disturbances. Problem (2) is formulated as a Markov Decision Process, with more details in
Appendix B, and a policy πθ(at|st) is trained to implement optimal control.

4 RESULTS

The global-local policy search method is used to train πθ(at|st) for (2), using one month of envi-
ronmental disturbance data for training and use the next ten days (unseen scenarios) for testing. DR
events are generated randomly, i.e., if or not there will be a DR event, duration of the DR event and
what are the power limit values pt for t ∈ T . The trained control policy needs to able to handle all
these scenarios.

4.1 CONTROL EFFICACY

To examine the control behavior of the trained controller, Figure (3a) shows the control trajectories
of the trained controller in one testing scenario, with two cases: with a DR event and without an
event. It can be seem that the demonstrated control behavior is desirable: i) zonal temperature are
mostly kept within the comfort band over T ; ii) DR power limits are satisfied; iii) in the DR case,
proactive prior-event control is observed to prepare the building for the in-coming DR event; iv)
though not instructed, the policy learned that Zone 2 (an east-facing zone) does not require pre-
cooling prior to the DR event; and v) all cooling air goes to Zone 4 (the west-facing zone) during the
DR event to counter the thermal discomfort. In addition to inspect the behavior of the learned control
policy in one specific scenario, we also compared the learned control policy with an optimization
based controller under multiple DR and weather scenarios as well, see Figure (3b). Over these
testing scenarios and compared with the linear MPC, the two-stage trained RL controller reduces
average control costs by 4.16%.
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(a) Single testing scenario rollout.

(b) Baseline comparison.

(c) Fine-tuning comparison.

Figure 3: Testing the global-locally searched RL policy in testing scenarios. (a) In all sub-figures,
dashed lines are for the case without a DR event and the solid ones are for the DR scenario. Shaded
areas in the first five sub-figures reveal the temperature comfort band and black lines (both dashed
and solid) in the bottom figure represent the DR power limit P t. (b) Cost comparison with a linear
MPC baseline, each dot represents one of the fifty testing scenarios. Most of these dots are above to
the dashed line, and on average RL controller can reduce costs by 4.16%, when compared with the
baseline. (c) Cost comparison with the ES pre-trained policy.

4.2 BENEFIT FOR LOCAL FINE-TUNING

Table 1: 2STG Cost Reduction.

σ
Converged Episodic Cost
1STG 2STG δ (%)

0.01 18.74 14.48 22.73%

0.02 15.67 14.55 7.15%

0.05 15.09 14.17 6.49%

Warmstarted with the 1STG ES pre-trained policy, PPO
is used for policy fine-tuning in 2STG. Table 1 shows
how much improvement, denoted as δ in percentage,
can be achieved in scenarios where three different
smoothing factors are used in 1STG. In addition to
training, the performance comparison of 1STG ES pre-
trained and 2STG PPO fine-tuned controllers are shown
in Figure (3c). Over these 50 testing scenarios, the
2STG local fine-tuning can help achieve 7.55% cost re-
duction.

5 CONCLUSION

In this paper, we proposed a global-local policy search method, which first use a ZOE-based method
to search globally and escape from the attraction of poor performing local optima, and then fine-
tunes the policy using policy gradient method. The effectiveness and advantages of the proposed
method were demonstrated in a multi-zone grid-interactive building control problem. We hope our
findings can provide some insights on using RL for grid-interactive building control, enabling more
buildings to provide grid services through DR programs and collectively contribute to a cleaner and
more efficient energy system.
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A NUMERICAL EXPERIMENT DETAILS

The non-convex function used in this numerical example is f(x) = 20−70x1+65.7x2
1−17.1x3

1+
1.3x4

1 + 1.6x2
2. Table 2 shows the smoothing factors and initial points used in the experiment in

Section 2.

Table 2: ZOE Trial Parameters

Type σ Trial (Initial Points)
Under Smoothed 0.5 us 1 (0.0, -2.0), us 2 (6.6, -4.0)

Properly Smoothed 1.285 ps 1 (0.0, 2.0), ps 2 (6.6, 4.0)
Over Smoothed 2.5 os 1 (0.5, 4.5), os 2 (5.5, 4.5)

B ADDITIONAL DETAILS ON GRID-INTERACTIVE BUILDING CONTROL

B.1 TERM DEFINITIONS

According to Seppanen et al. (2003), higher temperature can cause reduction in occupants’ produc-
tivity; and Dey et al. (2023) further monetizes such comfort and includes it in the objective function.
Without loss of generality, in this study, the cost associated with zonal thermal discomfort D(T i

t ) in
(2) is defined as the temperature deviation from a pre-defined comfort band [T i, T

i
] with a piece-

wise function:

D(T i
t ) :=

 max(T i
t − T

i
, (T i

t − T
i
)2) (T i

t > T
i
)

max(T i − T i
t , (T

i − T i
t )

2) (T i
t < T i)

0.0 (else)
(B.1)

where T i
t is the indoor temperature of zone i at step t. See Park et al. (2019); Quintana et al. (2022)

for a more occupant-centric building control performance index.

The AC power consumption P (at, T
out
t ) is given by:

P (at, T
out
t ) := a(T out

t − T da
t )

N∑
i=1

ṁi
t + b(

N∑
i=1

ṁi
t)

3 + c. (B.2)

The first term in (B.2) describes the chiller power (Liu et al., 2018) and the rest depicts the fan power;
T out
t is the outdoor temperature and a, b and c are known constants. Note, the chiller power term

has products of T da
t ṁi

t, both are decision variables, this bilinear term makes the problem nonlinear.

B.2 MDP FORMULATION

The optimal control problem depicted by (2) is formulated into an MDP with the following elements:

State: To properly guide the RL controller in decision-making, the state representation typically
contains information regarding the current system status and other information related to its future
evolving trajectory. As a result, we define the state in this study as

st := [Tt,T
out
t,−K , ω, sint, cost, t,pt,K ,wt]

⊤,

including

1. zonal temperature Tt reflecting current status,
2. outdoor temperature for the last K steps Tout

t,−K implying weather condition,
3. weekday indicator ω, trigonometric encoding of time sint, cost reflecting the occupancy

schedule, control step number t indicating the control progress,
4. DR signal received from the utility company, i.e., power limit for the next K steps pt,K ,
5. objectives’ weighting factors wt, provided by the building operator on how to balance the

objectives of building thermal condition, energy consumption and grid-service.
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Action: RL control action is the same as the decision variables in (2) as at =
[ṁ1

t , ṁ
2
t , ..., ṁ

N
t , T da

t ]⊤ ∈ A ⊂ RN+1.

Reward: The reward is naturally defined as the negative single step cost in (2), i.e., rt =
−[w(1,t)κ1

∑
i∈N D(T i

t ) + w(2,t)κ2pt(at)∆t+ w(3,t)κ3((pt(at)− pt)
+)2].

State transition: The state transition is determined by the building thermal dynamics Tt =
F (Tt−1,at, ϵt) and environmental disturbances.
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